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Abstract—The rise of mobile apps has brought greater con-
venience and many options for users. However, many apps use
analytics services to collect a wide range of user interaction data,
with privacy policies often failing to reveal the types of interaction
data collected or the extent of the data collection practices. This
lack of transparency potentially breaches data protection laws
and also undermines user trust. We conducted an analysis of the
top 20 analytic libraries for Android apps to identify common
practices of interaction data collection and used this information
to develop a standardized collection claim template for summariz-
ing an app’s data collection practices wrt. user interaction data.
We selected the top 100 apps from popular categories on Google
Play and used automatic static analysis to extract collection
evidence from their data collection implementations. Our analysis
found that a significant majority of these apps actively collected
interaction data from UI types such as View (89%), Button
(76%), and Textfield (63%), highlighting the pervasiveness of user
interaction data collection. By comparing the collection evidence
to the claims derived from privacy policy analysis, we manually
fact-checked the completeness and accuracy of these claims for
the top 10 apps. We found that, except for one app, they all failed
to declare all types of interaction data they collect and did not
specify some of the collection techniques used.

Index Terms—Mobile apps, User interaction data collection,
Transparency, Trust, Privacy

I. INTRODUCTION

The rapid rise of mobile apps has revolutionized how we
interact with technology, providing developers with a treasure
trove of user interaction data through analytics services such
as AppsFlyer 1, Flurry 2, and Firebase Analytics 3. This data,
encompassing user actions like button taps, page scrolls, and
video views, is invaluable for enhancing app functionality and
user experience. However, the vague terminology often used in
privacy policies, such as “user’s interaction with the service”,
raises concerns about transparency. The lack of specificity
leaves users uncertain about the extent and nature of the data
being collected and its usage, potentially leading to mistrust
and diminished app usage.

Transparency in data collection is a crucial factor influ-
encing user trust [1]. It empowers users to make informed
decisions about the data they share and its intended usage [2].

An example of this ambiguity can be found in the Yr app,
Norway’s most popular weather app developed by the Nor-
wegian Broadcasting Corporation (NRK). Despite collecting

1https://www.appsflyer.com/
2https://www.flurry.com/
3https://firebase.google.com/docs/analytics

user interaction data to understand commonly used features,
the app’s privacy policy4 is vague regarding the collection of
such data, as quoted below in the blue box. Our examination of
NRK’s privacy policy revealed no explicit information about
Yr’s data collection practices, leading to concerns about user
trust in both the app and NRK.

Analyze tools
“We use different tools to track the use on our app and
website. This information gives us valuable information
such as most popular pages and on what times Yr is being
used the most. No information that can identify persons
are available for Yr.”

Our examination of NRK’s privacy policy5 revealed no
specific information regarding Yr’s data collection practices.
The policy mainly focuses on NRK’s news services and
their “interaction with the services” collection practices. This
obscurity concerning Yr app’s data collection practices raises
concerns, as it might undermine user trust in both the app and
NRK as a whole.

Recent research has shown that even seemingly harmless
user interaction data can reveal sensitive information about
individuals. For instance, data like emoji usage or pages visited
can be used to infer a user’s pool preference or political
orientation [3]. Moreover, mobile biometric data related to
keystrokes and touchscreen gestures can help estimate at-
tributes like age, gender, and operating hand [4], [5]. This
underscores the potential risks associated with user interaction
data collection, which, while not typically considered personal
data, can be utilized to deduce sensitive information about
individual users, leading to user profiling. The lack of trans-
parency in these data collection practices could potentially
erode user trust in the app.

Most current research on the privacy implications of analytic
services has concentrated on determining whether personally
identifiable information (PII) is being collected and trans-
mitted to external analytics services [6], [7]. Studies have
also scrutinized log data to understand user behavior [8], and
high-level analyses of user behavior data collection in mobile

4https://hjelp.yr.no/hc/en-us/articles/360003337614-Privacy-policy
5https://info-nrk-no.translate.goog/personvernerklaering/? x tr sl=no& x

tr tl=en& x tr hl=en-US& x tr pto=wapp

https://www.appsflyer.com/
https://www.flurry.com/
https://firebase.google.com/docs/analytics
https://hjelp.yr.no/hc/en-us/articles/360003337614-Privacy-policy
https://info-nrk-no.translate.goog/personvernerklaering/?_x_tr_sl=no&_x_tr_tl=en&_x_tr_hl=en-US&_x_tr_pto=wapp
https://info-nrk-no.translate.goog/personvernerklaering/?_x_tr_sl=no&_x_tr_tl=en&_x_tr_hl=en-US&_x_tr_pto=wapp


App Privacy Policy

Relevant
Text Fragments

Standardized
Collection Claim

Decompiled
Mobile App

Relevant Bytecode
and UI Files

Collection Evidence

Extract
related text

Standardize the
text fragments

Identify analytics
library invocation

Link invocation
with UI widget

Artifact

Relevant information

Standardized form

Fig. 1. Overview of the approach for analyzing collection claims and evidence in apps.

apps have been performed [9]. It is essential to clarify that
the interaction data discussed in this study is not part of
traditionally defined PII or personal data, emphasizing the need
for better transparency in data collection practices.

A. Objective

The aim of this paper is to address the issue of lack of
transparency in the collection of user interaction data in mobile
apps. To achieve this, we propose a standardized collection
claim template that can be compared to collection evidence
determined through static analysis.

B. Research Questions

To guide our investigation, we formulated the following
research questions:

RQ1 What are the common practices of user interaction data
collection in mobile apps?

RQ2 How are these practices reflected in apps’ privacy poli-
cies?

RQ3 What types of user interaction data do apps actually
collect in their implementations, and how is this data
collected?

RQ4 To what extent do the collection claims in privacy policies
align with the actual data collection practices as observed
in their implementations?

C. Contributions

In this paper, we make several contributions towards under-
standing and promoting transparency in user interaction data
collection practices:

• We propose a standardized collection claim template for
user interaction data. Collection claims, in this context,
refer to the descriptions of common practices of user
interaction data collection in mobile apps, as stated in
privacy policies. The template reflects common phrasing

and vocabulary derived from Android documentation and
popular Android analytic libraries (Section III).

• We present an automatic static analysis method to identify
collection evidence from Android apps, which involves
analyzing data types, relevant code, and techniques of
collection in layout files and bytecode (Section IV).

• We provide an overview of user interaction data collection
practices in the top 100 popular apps on Google Play
across the top 10 categories (Section V). Our analysis
reveals common patterns and offers useful statistics for
both app developers and users to better understand the
current state of data collection practices in mobile apps.

• We conduct fact-checking by manually comparing privacy
policy collection claims against the actual collection
evidence found in the ten most popular apps from the top
ten categories (Section V). Our findings reveal that none
of these apps were completely accurate and complete in
their collection claims, highlighting the importance of our
proposed approach in promoting transparency and trust in
user interaction data collection practices.

We believe that our proposed method addresses the problem
of lack of transparency by providing a standardized collection
claim template for describing user interaction data collection
practices. The template allows app developers to offer clearer
and more accurate information about their data collection
practices, which in turn can help users make informed de-
cisions about app usage and data sharing. Our method also
enables researchers and app developers to assess the alignment
between stated data collection practices in privacy policies and
the actual practices found in app implementations, facilitating
better transparency and ultimately enhancing user trust.

Fig. 1 provides a high-level overview of our method, il-
lustrating the process of acquiring artifacts (privacy policies
and decompiled mobile apps), deriving knowledge through
text analysis and static analysis (relevant text fragments and



bytecode/UI files), and standardizing the information into
collection claims and evidence. This systematic and transpar-
ent approach can contribute to promoting trust and fostering
greater transparency in user interaction data collection prac-
tices in mobile apps.

II. MOTIVATION

The transparency of mobile app data collection practices is
a critical issue that stems from several significant factors, all
of which play an essential role in the complex relationship
between user trust and app adoption. Interaction data, a
key asset for understanding user behavior, can raise serious
concerns if it is collected non-transparently.

Transparency serves a dual purpose in this scenario. Firstly,
it acts as an ethical commitment, assuring users that they are
informed about their interaction data’s collection and use. This
principle not only respects user autonomy but also fosters
an environment of openness and accountability. Secondly,
transparency plays a pivotal role in building user trust, a
significant factor influencing user satisfaction and continued
app usage. When users understand and control their interac-
tion data, their trust in the app increases, leading to more
consistent engagement. Conversely, a lack of transparency can
breed mistrust and privacy concerns, potentially causing user
dissatisfaction or even app abandonment.

The correlation between transparency and user trust is well-
documented in the academic world. Studies have consistently
highlighted the positive relationship between increased trans-
parency and elevated levels of user trust [10]. Conversely,
an absence of transparency can obstruct the success and
widespread adoption of mobile apps [11]. Thus, transparency
is not merely about informing users, but is essential for
facilitating informed decisions and granting consent.

Another critical aspect to consider is the rise of analytics
services like Firebase Analytics and Flurry Analytics. These
services provide developers with tools to gather data on user
behavior, engagement, and preferences. However, they have
raised data protection concerns as they often automatically
collect user data, thereby creating privacy issues. Several coun-
tries, including France, Italy, Austria, Denmark, and Norway,
have explicitly stated that the use of Google Analytics violates
GDPR [12]. Android apps can utilize these services either
by directly invoking third-party APIs or by customizing their
analytics service by extending these APIs. The first approach
involves calling third-party API methods directly in activities
to log user engagement events. The second approach allows
developers to tailor data collection to their specific needs.

The importance of transparency is also acknowledged by
mobile app developers, who have a vested interest in prioritiz-
ing it alongside user control in their data collection practices.
Research supports this notion; for instance, Almuhimedi et
al. [13], for instance, discovered that many smartphone users
are not fully aware of the data collected by their apps.
Providing users with an app permission manager and sending
notifications to increase their awareness of data collection can
enable them to better manage their privacy. Moreover, users’

concerns about data collection can negatively impact their per-
ception of the app, potentially leading to its uninstallation [14].
Hence, promoting transparency and user control can foster
trust, resulting in improved user experiences, increased app
engagement, and higher adoption rates.

In the following sections, we will explore the mutual
benefits of transparency for both users and app developers
and illustrate how our proposed method can address the current
shortcomings in the transparency of interaction data collection
practices.

III. STANDARDIZING DATA COLLECTION CLAIMS

To address RQ1, we analyze the common practices of user
interaction data collection in mobile apps, specifically the
types of data collected and the techniques of collection. To
achieve this, we conducted an analysis of the top 20 analytic
libraries for Android apps. To answer RQ2, we examine how
these practices are reflected in the privacy policies of mobile
apps. We refer to the descriptions of data collection practices
in privacy policies as collection claims, which we define as a
single sentence in a standardized template using a restricted
vocabulary to convey the essence of interaction data collection.

A. Collection Vocabulary

Our restricted collection vocabulary was developed by ana-
lyzing the Android system implementation documentation, as
well as the APIs of the top 20 analytic services for Android
apps listed on AppBrain [15].

1) Terms for Types of User Interaction Data: The user
interface of an Android app collects a variety of data types,
such as touch events, sensor data, and text input. Based on a
manual inspection of every single type of Android UI widget,
we identified the following six types of interaction data and
named them:

• App presentation data: This data arise from the consump-
tion of content provided by the app. For example, the user
plays a certain video for a period of time, spends minutes
reading one specific page of the news. These interactions
are often recorded by a logging system to keep track of
the user’s consumption habits.

• Binary data: This data arise from discrete user actions,
such as tapping on a button or icon, or selecting a
checkbox.

• Categorical data: This data arise from a selection from a
set of predefined options or categories, such as choosing
a value from a dropdown menu, selecting a radio button,
or rating a product.

• User input data: This data arise from user input through
an on-screen keyboard or another input method, such as
entering text or numbers into a form field, or using voice
input to perform a search or command.

• Gesture data: This data arise from gesture inputs and
smooth and continuous movements of the user’s finger
on the screen, such as scrolling through a list, swiping
left or right, pinching or zooming, or shaking the device.



• Composite gestures data: This data arise from a combi-
nation of multiple gestures, such as tapping and holding,
double tag, or drag and drop.

2) Terms for Collection Techniques: We use the following
terms to describe the techniques of user interaction data
collection.

• Frequency: This technique involves logging the frequency
of the occurrence of a particular interaction. For example,
an app might log the number of times a user taps on a
specific button or selects a certain option from a drop-
down menu.

• Duration: This technique involves tracking the time a user
spends engaging in a particular interaction. For example,
an app might log the amount of time a user spends
watching a particular video or reading a specific article.

• Motion details: This technique involves monitoring the
specific details of a user’s interaction, such as the speed,
direction, or angle of their finger movements on the
screen. This type of data can be collected for interactions
such as scrolling, swiping, or dragging.

B. From Policies to Standardized Collection Claims

In this section, we study privacy policies of publicly accessi-
ble mobile apps, aiming to identify and standardize collection
claims related to user interaction data. Utilizing the APP-350
Corpus, a pre-trained language model, and manual checks, we
extract and validate common terminologies employed in these
policies. This comprehensive process allows us to establish
a standardized vocabulary for user interaction data collection
claims, providing a solid foundation for subsequent analysis.

1) Identifying Relevant Policy Parts: To distinguish sen-
tences related to user interaction data collection in privacy
policies, we adopt a simple pre-trained language model. This
model sifts through HTML files of privacy policies and
singles out sentences containing specific keywords and their
synonyms. Our focus is to ensure that our privacy policy claim
vocabulary aligns with the most common terminology used in
the industry to describe user interaction data.

After processing the privacy policies, we conduct manual
checks to eliminate any false positives. The end result is a
selection of common phrases used in these policies to describe
the collection of user interaction data. From the sentences
identified, we isolate the most relevant verbs and nouns to
form a list of keywords.

Experimental Details and Validation: In conducting our
analysis, we use the APP-350 Corpus [16], a set of 350
mobile app privacy policies that are annotated with privacy
practices. Although the main focus of the APP-350 Corpus
is on identifying sentences related to personally identifiable
information (PII), we utilize the raw HTML files of the privacy
policies for our examination.

The natural language processing is carried out using the
spaCy [17] library with the en_core_web_sm model. This
model, pre-trained on web text, which includes web forums,
web pages, and Wikipedia, is capable of identifying named
entities, parts of speech, dependency parsing, and more. We

also employ the WordNet module from the Natural Language
Toolkit (NLTK [18]) to discover synonyms for the extracted
keywords.

To authenticate the effectiveness of the model, we manu-
ally annotate 50 randomly selected privacy policies from the
APP-350 dataset. This helps us identify sentences containing
relevant information, the verbs used to describe data collection
(e.g., “collect”, “track”), and the terms used to describe user
interaction data (e.g., “usage of the app”, “interaction with the
service”).

The model successfully recognized sentences related to
user interaction data collection in 37 out of the 38 files that
contained such sentences, using keywords such as interaction,
usage, statistics, experience, and analytics. Identifying the
verbs used to describe data collection was a more complex
task, with a recall of 92% but a precision of only 84% 6 due
to the presence of similar verbs in sentences that were not
related to the context.

Upon running the model on the 350 privacy policies, we
identified 1,411 sentences. The relevant verbs and nouns from
these sentences are shown in Table I and Table II and then
compiled to form the list of keywords.

2) Template for Standardized Collection Claims: In privacy
policies, it is common for apps to use convoluted language
to describe how user data is collected. To make these col-
lection claims in privacy policy easier to read and compare
across different apps, we created a standardized template that
utilized the most frequently used verb, “collect”, and the
most frequently used noun phrase, “user interaction data”. The
resulting structure is as follows:

Template for Standardized Collection Claims
We collect the following types of user interaction data:
⟨types of data collected⟩, along with their ⟨techniques of
collection⟩.7

This standardized collection claim template can be com-
bined with the collection evidence gathered through static
analysis to check and the accuracy of privacy policy collection
claims made by various apps. Also, the standardized language
facilitates transparency and comparison between policies. We
return to the subject of fact-checking collection claims in
Section V.

IV. DATA COLLECTION EVIDENCE

In this section, we analyze mobile apps to understand the
types of user interaction data collected and the techniques
employed (RQ3). We conduct static analysis of the Android
application package (APK) to identify data collection methods
(DCMs) and extract collection evidence, which highlights the
gap between privacy policy claims and actual practices (RQ4).

6Recall is calculated as TP / (TP + FN), while precision is calculated as
TP / (TP + FP), where TP is true positives, FN is false negatives, FP is false
positives, and TN is true negatives.

7Refer to the claim vocabularies in Section III-A



TABLE I
THE TOP FIVE MOST FREQUENT TERMS USED TO DESCRIBE USER

INTERACTION DATA IN THE APP-350 CORPUS

Term Count

interact(∼ion,∼ing) with service/app 1,049
analytic(s) 886
us(∼age, ∼ing) of service/app 397
statistic(s) 315
input(s) of user 173

TABLE II
THE TOP FIVE MOST FREQUENT VERBS USED TO DESCRIBE SUCH

COLLECTION IN THE APP-350 CORPUS

Verb Count

collect 1,386
track 548
use 202
log 86
gather 46

Our analysis is divided into two parts. First, we iden-
tify DCMs from the top 20 Android analytic services and
customized analytics services. Second, we extract collection
evidence by focusing on invocations to analytics services, as-
sociated UI widgets, and the callbacks triggered by registered
listeners.

A. Identifying Data Collection Methods

Data collection methods (DCMs) are methods defined by
analytics services, such as Firebase Analytics, that allow app
developers to log user interaction data. DCMs provide a
standardized way for app developers to collect user interaction
data and track app usage in order to analyze and understand
user behavior.

For example, the Firebase Analytics API provides the
logEvent() method to log user events, such as button clicks
or screen views. Suppose we have a button myButton in the
app’s UI, and we want to track when the user clicks on it. We
can do this using Firebase Analytics by adding the following
code to the button’s OnClickListener:

myButton.setOnClickListener(new View.OnClickListener() {
public void onClick(View v) {

FirebaseAnalytics.getInstance(this).
logEvent("button_click", null); }

});

Here FirebaseAnalytics.getInstance(this)
returns an instance of the Firebase Analytics object,
and logEvent("button_click", null) collects
the button click interaction data with the string
"button_click" to Firebase Analytics.

To determine how Android apps use analytics services, we
identified DCMs from the top 20 Android analytic services, cf.
Section III-A. Matching the full signature of these methods in
bytecode allows us to find direct invocations to analytics ser-
vices. However, some apps use customized analytics services
to do a more fine-grained collection, such as collecting motion
details and duration. To do this, the apps implement their own
analytics classes by extending the analytic services.

To identify customized analytics, we use static analysis to
identify the classes that invoke external DCMs. We then check
whether these classes are invoked in any of the app’s declared
activities. If they are, we mark these classes as customized
analytics services classes.

B. Extracting Collection Evidence

Next, we extracted evidence of actual data collection from
the APK. Specifically, we analyze three types of information:
(1) invocations to analytics services that logged user inter-
action data collection, (2) associated UI widgets, and (3) the
callbacks triggered by registered listeners on these UI widgets.

We utilized static analysis with FlowDroid [19] to associate
DCM invocations with callbacks, listeners, and activities in the
bytecode. We then compared the layout IDs of the associated
UI widgets defined in the layout XML files to identify the
relevant collection data types and techniques.

The relationships between different parts of the extracted
collection evidence in an Android app are shown in Fig. 2. The
UI-related parts, such as layout files and defined UI widgets,
provide information on the types of user interaction data (red
section), while the bytecode provides details on the techniques
of collection (blue section)8.
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Fig. 2. Relationships between different parts of the extracted collection
evidence in an Android app

We return to the Yr weather app, the example app from
Section I. Based on the collection evidence extracted from
Yr’s bytecode and layout files, we discovered that it collects
detailed user interaction data using various types of UI widgets
such as SearchView and Textfield. This data collection
is linked to features such as changes in location, enabling fore-
cast summary notifications, and opening the forecast graph.
Building on this finding from static analysis, we propose the
following more specific checked standardized collection claim:

8Note: The figure notation is as follows: 1-M means one-to-many, 1-∗
means one-to-any (zero or more), and 1-1 means one-to-one.



Checked Standardized Collection Claim for Yr
We collect the following types of user interaction data:
app presentation, binary and categorical interactions,
and user input interactions, along with their frequency.

V. FINDINGS

To address RQ2, we conduct a manual inspection of 1411
sentences that described user interaction data collection in all
350 privacy policies within the APP-350 corpus, as outlined
in Section III-B.

We examine whether the sentences in a privacy policy
provide clear descriptions of the types of user interaction data
collected and the techniques of collection.

We find that only 37% of the identified sentences contained
clear statements on both the data types and techniques of col-
lection, while 41% only discussed the techniques of collection
and 22% mentioned only the data types.

Here are the relevant sentences from two policies in the cor-
pus. DAMI9 states: “We may work with analytics companies to
help us understand how the Applications are being used, such
as the frequency and duration of usage.” Wish10 states: “We
may collect different types of personal and other information
based on how you interact with our products and services.
Some examples include: Equipment, Performance, Websites
Usage, Viewing and other Technical Information about your
use of our network, services, products or websites.”

DAMI’s privacy policy only discloses the techniques of
collection, such as the frequency and duration of usage,
without clearly explaining which type of user interaction data
is collected. In contrast, Wish’s privacy policy does mention
some specific types of data collected, such as equipment and
performance data, but it is unclear about which techniques of
collection are used.

The majority of identified sentences discuss the techniques
of collection rather than specific data types, suggesting that
organizations use the tactic of avoiding or minimizing dis-
closures about the types of user interaction data they collect
in order to collect more data than users are aware of or
comfortable with.

To investigate RQ3, we performed a static analysis on a
sample of 100 free Android apps downloaded from the top 10
most popular categories on the German Google Play store11, as
identified by AppBrain. In cases where the same app appeared
in several categories, we moved to the next popular app in the
second category to get a total of 100 distinct apps.

Our analysis of the top 100 Android apps revealed that app
developers placed a great deal of emphasis on understanding
how frequently users interacted with different UI elements
(which may correspond to different features or functionalities
in the app), as frequency was the top techniques of collecting
user interaction data across all UI types. We also found

9https://play.google.com/store/apps/details?id=com.blappsta.damisch
10https://play.google.com/store/apps/details?id=com.contextlogic.wish
11https://play.google.com/store/apps?gl=DE

that the average number of interaction data collected varied
significantly across different types of UI. It was also interesting
to see that the high number of interaction data collected for
the button UI type (also found in 76% of the apps), indicated
that understanding button usage was a particularly important
metric for app developers.

Table III presents an overview of the user interaction data
collection practices across various app categories, focusing on
the top UI type for each type of interaction data. We have
selected the most frequently occurring UI types from each
category for this analysis, which are listed in the first column.

The second column indicates the top two techniques linked
with each UI type. The percentages in parentheses, for in-
stance, 100% and 52% for the “View” UI type, represent the
proportion of apps that use a particular technique in tracking
the UI type. For example, 100% of apps tracked “View”
interactions use the frequency technique, while 52% also use
the duration technique.

The “Percent collected” column indicates the proportion of
the top 100 apps that collect data related to a specific UI type.
For instance, “View” data is collected by 89% of the analyzed
apps.

Finally, the “Average # collected” column represents the
average number of distinct DCMs detected in each app asso-
ciated with a particular UI type. For example, on average, 12
distinct DCMs were detected for “View” data collection across
the analyzed apps.

Upon comparing these user interaction data collection prac-
tices with the declarations in privacy policies, we observe
a larger mismatch in certain app categories. Gaming apps,
despite their high prevalence of Gesture data collection to
optimize user experience, often lack comprehensive disclosure
of such practices in their privacy policies. Similarly, Entertain-
ment, Shopping, and Travel apps extensively collect “View”
data, but their policies rarely match the extent of this data
collection, indicating a transparency gap in these visually-
centric applications.

Social and Utility apps, which heavily rely on “Button” and
“TextField” data, also demonstrate a significant disparity be-
tween their actual data collection practices and policy disclo-
sures. These observations highlight that while app developers
tailor their data collection strategies to their specific objectives
and requirements, they often fail to mirror this granularity in
their privacy policies.

This mismatch is consequential as it affects the transparency
of these apps and the users’ ability to make informed deci-
sions. Hence, addressing these discrepancies becomes crucial,
and our findings provide valuable insights for developers aim-
ing to improve their privacy disclosures, ultimately fostering
trust and success in the app ecosystem.

To address RQ4, we manually inspected the privacy policy
claims of the most popular app in each of the 10 categories
on Google Play. We generated our checked collection claims
by analyzing the actual data collection practices of each app
and comparing them to the privacy policy claims published
by the app. Our checked collection claims are made by

https://play.google.com/store/apps/details?id=com.blappsta.damisch
https://play.google.com/store/apps/details?id=com.contextlogic.wish
https://play.google.com/store/apps?gl=DE


TABLE III
STATISTICS OF THE USER INTERACTION DATA COLLECTION FOR THE TOP 100 ANDROID APPS.

UI type (types of interaction data) Top 2 techniques of collection Top 3 app categories Percent collected Avg # collected

View (Presentation) Frequency (100%), Duration (52%) Entertainment, Shopping, Travel 89% 12
Button (Binary) Frequency (94%), Motion (8%) Social, Utility, Gaming 76% 26
Textfield (Input) Frequency (100%), Duration (4%) Social, Shopping, Utility 63% 5
Checkbox & Spinner (Categorical) Frequency (97%), Motion (16%) Shopping, Travel, Utility 32% 7
GestureDetector (Gesture) Motion (94%), Duration (40%) Gaming, Entertainment, Social 16% 38

combining the evidence gathered through static analysis and
the proposed standardized claim template. The results are fact-
check collection claims presented in Table IV.

Our findings uncovered inconsistencies between the claims
made in privacy policies and the actual data types and tech-
niques of collection used by popular apps on Google Play.
Many apps do not fully disclose the types of data collected or
the techniques of collection, often using vague language such
as “collecting user interactions to improve the service”.

Notably, some apps that may be perceived as having ques-
tionable data collection practices, such as TikTok and Amazon
Prime Video, actually provided more detailed information on
the types of data collected and the techniques of collection
used. TikTok and Duolingo even provided specific examples
of their data collection practices.

However, we found that some apps from less controversial
categories, such as the photography editing app Picsart and
the payment platform PayPal, used opaque language in their
privacy policies, leaving a large gap between their claims and
our findings. The most extreme example was Booking.com,
which extensively collects user interactions within the app,
yet discloses almost no information in its privacy policy. These
findings highlight the need for clearer and more comprehensive
disclosures in privacy policies, particularly for apps that collect
sensitive user data.

A. Threats to Validity

Potential threats to the validity of our experiment may
impact the interpretation of our findings. A primary limitation
of our experiment is the number of apps we manually fact-
checked for data collection practices. Due to the complexity
of accommodating varying UI types and callbacks into our
predefined six data types and three techniques of collection,
we were only able to manually fact-check one app in each
category, totaling ten apps. This sample size, though limited,
may not encapsulate the full diversity of data collection
practices across all apps.

Furthermore, measuring the recall of our analysis posed a
considerable challenge, given the absence of a comprehensive
ground truth detailing all interaction data collection practices
in each app. Consequently, our findings may not wholly
represent the full range of data collection practices.

VI. RELATED WORK

The related work can be categorized into three primary
themes: (1) privacy policy analysis using NLP and policy

compliance check, (2) static analysis for security and privacy
in apps, and (3) analytics services analysis.

A. Privacy Policy Analysis

Numerous studies have focused on analyzing and improv-
ing privacy policies in mobile apps. Researchers have ex-
plored various NLP approaches to automatically process and
understand privacy policy texts, as well as to assist users
in comprehending these policies more effectively [20]–[22].
However, these studies do not specifically address the issue
of user interaction data collection, which is a significant gap
that our research addresses. Tools like PrivacyFlash Pro [23]
and AutoCog [24] have been developed to audit privacy policy
compliance by comparing disclosed policies with actual app
behavior, but they primarily focus on personal data, not user
interaction data. A recent study by Bardus et al. [25] systemat-
ically mapped existing contact-tracing apps and evaluated the
permissions required and their privacy policies, but it did not
delve into the specifics of user interaction data collection.

B. Static Analysis for Security and Privacy

The static analysis approach has been used to enhance
security and privacy in mobile apps. This involves analyzing
app bytecode, identifying data leaks, and detecting privacy
violations [26]–[28]. Despite the progress in this field, there
remains an underrepresentation of studies targeting user in-
teraction data, a type of data often overlooked in privacy
policies and their corresponding analyses. A novel system,
LocationScope, was presented by Lu et al. [29] to detect and
measure aggressive location harvesting in mobile apps at scale,
but it did not specifically target user interaction data.

C. Analytics Services Analysis

Another line of research has concentrated on the role of
analytics services in capturing user data, primarily focusing
on PII. Alde [7], for example, proposed a method employing
both static and dynamic analysis to detect the key information
gathered by analytics libraries, which are largely device-level
data. PAMDroid [6] takes a similar approach, identifying
personal data funneled into analytics services and treating it
as a misconfiguration. The domain of user interaction data
collection, however, remains relatively untouched in these
studies. A recent study by Laperdrix et al. [30] presented
a privacy analysis of free and paid games in the Android
ecosystem, but it did not specifically focus on user interaction
data collection.



TABLE IV
FACT-CHECKED DATA COLLECTION CLAIMS W.R.T. EVIDENCE FOR THE MOST POPULAR APP FROM EACH OF THE TOP 10 CATEGORIES OF GOOGLE PLAY.

THE RED TEXT INDICATES TYPES OF USER INTERACTION DATA MISSING FROM THE PRIVACY POLICY/COLLECTION CLAIMS, WHILE THE BLUE TEXT
INDICATES UNDISCLOSED TECHNIQUES OF COLLECTION.

Checked Collection Claim Related Text in the Published Privacy Policy

[TikTok] We collect the following types of
user interaction data: app presentation, binary,
categorical, user input, gesture and composite
gesture interactions, along with their frequency,
duration and motion details.

[TikTok] We collect information about how you engage with the Platform, including
information about the content you view, the duration and frequency of your use, your
engagement with other users, your search history and your settings.

[SHEIN] We collect the following types of
user interaction data: app presentation, binary,
categorical, user input interactions, along with
their frequency and duration.

[SHEIN] Data about how you engage with our Services, such as browsing, adding to your
shopping cart, saving items, placing an order, and returns for market research, statistical
analysis, and the display of personalized advertising based on your activity on our site and
inferred interests; Collect your device information, and usage data on our website or app for
fault analysis, troubleshooting, and system maintenance, as well as setting default options
for you, such as language and currency. The display of information you choose to post on
public areas of the Services, for example, a customer review.

[Booking.com] We collect the following types
of user interaction data: app presentation, binary,
categorical, user input interactions, along with
their frequency and duration.

[Booking.com] We collect data that identifies the device, as well as data about your device-
specific settings and characteristics, app crashes and other system activity.

[PayPal] We collect the following types of
user interaction data: app presentation, binary,
categorical, user input interactions along with
their frequency.

[PayPal] When you visit our Sites, use our Services, or visit a third-party website for which
we provide online Services, we and our business partners and vendors may use cookies
and other tracking technologies to recognize you as a User and to customize your online
experiences, the Services you use, and other online content and advertising; measure the
effectiveness of promotions and perform analytics; and to mitigate risk, prevent potential
fraud, and promote trust and safety across our Sites and Services.

[Duolingo] We collect the following types of
user interaction data: app presentation, binary,
categorical, user input, gesture interactions,
along with their frequency and duration.

[Duolingo] We do record the following data: Patterns, Clicks, Mouse movements, Scrolling,
Typing, Pages visited, Referrers, URL parameters, Session duration.

[Amazon Prime Videos] We collect the fol-
lowing types of user interaction data: app pre-
sentation, binary, categorical, user input, gesture
interactions, along with their frequency, duration
and motion details.

[Amazon Prime Videos] We automatically collect and store certain types of information
about your use of Amazon Services including your interaction with content and services
available through Amazon Services. List of examples: search for products or services in
our stores and download, stream, view, or use content on a device, or through a service or
application on a device.

[Yazio] We collect the following types of user
interaction data: binary and user input interac-
tions, along with their frequency.

[Yazio] The Firebase Analytics service helps to determine the interactions of App users by
recording, for instance, the first time the App is opened, deinstallations, updates, system
crashes and how often the App is used. The service also records and analyses certain user
interests.

[Fasion Famous] We collect the following types
of user interaction data: app presentation, binary,
user input, gesture and composite gesture inter-
actions, along with their frequency, duration and
motion details.

[Fasion Famous] Information that may be collected automatically: Data and analytics about
your use of our Services. Data we collect with cookies and similar technologies: Data about
your use of our Services, such as game interaction and usage metrics.

[Picsart] We collect the following types of user
interaction data: app presentation, binary, ges-
ture and composite gesture interactions, along
with their frequency, duration and motion de-
tails.

[Picsart] Our servers passively keep an electronic record of your interactions with our
services, which we call “log data”. We collect and combine data about the devices you use
to access Picsart, and data about your device usage and activity.

[Dezor] We collect the following types of user
interaction data: app presentation, binary, cate-
gorical, user input interactions, along with their
frequency.

[Dezor] The information collected by log files include internet protocol (IP) addresses,
browser type, Internet Service Provider (ISP), date and time stamp, referring/exit pages,
and possibly the number of clicks.



These studies have contributed to the understanding of
privacy policies and data collection practices in mobile apps.
However, there is a lack of research specifically on the prac-
tices of user interaction data collection and the transparency
of related claims in privacy policies. Our work extends the
scope of previous research by focusing on user interaction data
collection practices and providing an analysis on comparing
privacy policy disclosures with actual app behavior. This
approach aims to enhance transparency and trust in the mobile
app ecosystem, addressing the research gaps in the existing
literature.

VII. CONCLUSION AND FUTURE WORK

In conclusion, our analysis of the top 100 apps uncov-
ers the widespread collection of user interaction data, while
the detailed examination of the top 10 apps reveals that
privacy policies often inadequately disclose such practices.
To address this lack of transparency, we introduced a stan-
dardized collection claim template that aids app developers
in accurately detailing their data collection practices. This
approach fosters informed decisions by users and enhances
transparency by allowing assessments of alignment between
declared and actual data collection practices for the manually
analyzed apps. Our findings lay the groundwork for improving
data collection transparency in mobile apps and highlight the
need for automating the policy-to-claims analysis. This insight
could potentially guide future research and policy-making to
foster a more secure and trustworthy app ecosystem.

Our approach has limitations that can be addressed in future
research to improve the analysis of data collection practices.
The current analysis only covers the top 20 analytics services
and is confined to Android apps. Furthermore, the manual
fact-checking of the top 10 apps relies on our interpretation
of their policies. To overcome these limitations, machine
learning models could be employed to automatically identify
and categorize data collection methods (DCMs) within app
code, reducing the need for manual analysis. This would
involve training models to detect DCMs and categorizing them
based on the data types and collection techniques they employ.
Additionally, a more precise and fine-grained policy analysis
could be developed to automatically extract interaction data
types and collection techniques from privacy policies. By com-
bining these advancements, we could create a fully automated
approach to fact-check collection claims against the collection
evidence, thereby increasing the efficiency and accuracy of
analyzing data collection practices in mobile applications.

Another potential area for future work is the exploration
of user studies to understand users’ perceptions of interaction
data collection practices and their impact on users’ trust and
app usage. Extending the analysis to include other platforms
and analytics services could also contribute to a more holistic
understanding of user interaction data collection practices
across the mobile app ecosystem.
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