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Abstract. The standard approach to evaluate text anonymization methods con-
sists of comparing their outcomes with the anonymization performed by human 
experts. The degree of privacy protection attained is then measured with the IR-
based recall metric, which expresses the proportion of re-identifying terms that 
were correctly detected by the anonymization method. However, the use of recall 
to estimate the degree of privacy protection suffers from several limitations. The 
first is that it assigns a uniform weight to each re-identifying term, thereby ignor-
ing the fact that some missed re-identifying terms may have a larger influence on 
the disclosure risk than others. Furthermore, IR-based metrics assume the exist-
ence of a single gold standard annotation. This assumption does not hold for text 
anonymization, where several maskings (each one encompassing a different 
combination of terms) could be equally valid to prevent disclosure. Finally, those 
metrics rely on manually anonymized datasets, which are inherently subjective 
and may be prone to various errors, omissions and inconsistencies. To tackle 
these issues, we propose an automatic re-identification attack for (anonymized) 
texts that provides a realistic assessment of disclosure risks. Our method follows 
a similar premise as the well-known record linkage methods employed to evalu-
ate anonymized structured data, and leverages state-of-the-art deep learning lan-
guage models to exploit the background knowledge available to potential attack-
ers. We also report empirical evaluations of several well-known methods and 
tools for text anonymization. Results show significant re-identification risks for 
all methods, including also manual anonymization efforts.  
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1 Introduction 

The availability of textual data is crucial for many research tasks and business analytics. 
However, due to its human origin, textual data often includes personal private infor-
mation. In such case, appropriate measures should be undertaken prior distributing the 
data to third parties or releasing them to the public in order to comply with the General 
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Data Protection Regulation (GDPR) [1]. These measures involve either obtaining ex-
plicit consent of the individuals the data refer to (which may be infeasible in many 
cases), or applying an anonymization process by which the data can no longer be at-
tributed to specific individuals. The latter renders data no longer personal and, there-
fore, outside the scope of the GDPR. 

Data anonymization has been widely employed to protect structured databases, in 
which the individuals’ data consist of records of attributes. In this context, a variety of 
well-stablished anonymization methods and privacy models have been proposed, such 
as k-anonymity and its extensions [2-4], or ε-differential privacy [5]. However, plain 
(unstructured) text anonymization is significantly more challenging [6, 7]. The chal-
lenges derive from the fact that the re-identifying personal attributes mentioned in the 
text are unbounded and, quite often, not clearly linked to the individual they refer to. 
Most approaches to text anonymization rely on natural language processing (NLP) 
techniques –named entity recognition (NER)– [8-20] to detect and mask words of po-
tentially sensitive categories, such as names or addresses. Since these methods limit 
masking to (a typically reduced set of) pre-established categories, they usually offer 
weak protection against re-identification, the latter being caused by a large variety of 
entity types. Alternately, methods proposed in the area of privacy preserving data pub-
lishing (PPDP) [21-27] consider any information that jeopardizes individual’s anonym-
ity. However, the damage they cause to the data and several scalability issues make 
them unpractical in many scenarios [6].  

Moreover, because most text anonymization methods do not offer formal privacy 
guarantees, the degree of protection they offer should be empirically evaluated, as done 
in the statistical disclosure control (SDC) literature [28]. The standard way to evaluate 
text anonymization methods consists of comparing their outcomes with manually anon-
ymized versions of the documents to be protected [8, 10-15, 18, 20, 21]. The perfor-
mance of anonymization methods is then measured through IR-based metrics, specifi-
cally precision and recall. Whereas precision accounts for unnecessarily masked terms 
(which would negatively affect the utility and readability of the anonymized outcomes), 
recall, which accounts for the amount of undetected re-identifying terms, is roughly 
equaled as the inverse of disclosure risk. However, recall is severely limited because i) 
not all (missed) re-identifying terms contribute equally to disclosure, ii) several mask-
ings (each one encompassing a different combination of terms) could be equally valid 
to prevent disclosure, and iii) it relies on manual anonymization, which may be prone 
to errors and omissions [6, 29]. 

In contrast, in the SDC field, the disclosure risk of anonymized databases is empiri-
cally measured by subjecting the anonymized data to re-identification attacks, more 
specifically, record linkage attacks [30-33]. Record linkage matches records in the pro-
tected database and a background database containing publicly available identified in-
formation of the protected individuals. Because successful matchings between both da-
tabases results in re-identification, the percentage of correct record linkages provides a 
realistic an objective measure of the disclosure risk, and an accurate simulation of what 
an external attacker may learn from the anonymized outcomes. 
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Because assessing disclosure risks by measuring the performance of automatic re-
identification attacks is more convenient and realistic than relying on (limited and hu-
man-dependent) IR-based metrics, in this paper we propose a re-identification attack 
for text anonymization methods grounded on the same formal principles as the record 
linkage attack employed in structured databases. On that basis, we also provide an in-
tuitive disclosure risk metric based on the re-identification accuracy, which overcomes 
the limitations of the commonly employed recall-based risk assessment. 

To maximize re-identifiability, our attack leverages state-of-the-art machine learn-
ing techniques for NLP [34]. These techniques have proved to obtain human or above-
human level in several language-related tasks, thereby making our method a realistic 
representation of an ideal human attacker. We also show the application of our attack 
to evaluate the level of protection offered by a variety of widely used and state-of-the-
art text anonymization methods and tools, in addition to a sample of human-based anon-
ymization employed in a previous work as evaluation ground truth [27]. 

The remainder of this paper is organized as follows. Section 2 discusses related 
works on privacy evaluation. Section 3 presents our attack and metric for assessing the 
re-identification risk of anonymized texts. Section 4 reports and discusses the empirical 
evaluation of a variety of automated and manual anonymization approaches. The final 
section gathers the conclusions and depicts lines of some future research. 

2 Related work 

In the context of document anonymization, recall is used as standard to evaluate the 
level of privacy protection attained by automatic anonymization methods [8, 10-15, 18, 
20, 21]. Recall is an IR-based completeness metric, which is defined as the fraction of 
relevant instances that were properly identified by the method to be evaluated: 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  #𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
#𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇+#𝐹𝐹𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇𝐹𝐹𝑇𝑇𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

                   ( 1 ) 
 
where #TruePositives is the number of relevant instances identified and #FalseNega-
tives represents the missed ones. In text anonymization, the relevant instances corre-
spond to words or n-grams that should be masked. These are identified via manual an-
notation, which is considered the ground truth. 
 Because IR-based metrics (precision and recall) are the standard way to evaluate 
many NLP tasks (and NER in particular), and NER techniques are the most common 
way to tackle text anonymization, perhaps by inertia, the vast majority of methods em-
ploy recall to assess the level of attained privacy protection. Nevertheless, this suffers 
from a variety of issues [29, 35]. First, recall does not measure the actual residual dis-
closure risk of anonymized documents, but just compares the outputs with manual an-
notations. Manual anonymization is by definition, subjective and non-unique, and may 
be prone to errors, bias and omissions [6, 29]. On top of that, manual annotation is 
costly and time consuming, and usually involves several human experts, whose anno-
tations should be integrated through a non-trivial process. Another limitation of recall-
based evaluation is that it assumes that all identified/missed entities contribute equally 
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to mitigate/increase the risk, which is certainly inaccurate [29]. Obviously, failing to 
mask identifying information (such as a proper name) is much more disclosive on the 
individual to be protected than just missing her job or her whereabouts.   

On the other hand, in the area of SDC, the level of privacy protection attained by 
anonymization methods on a structured database is measured according to the success 
of a re-identification attack (record linkage [33]) that a hypothetical attacker could per-
form on the anonymized outcomes. Record linkage tries re-identify anonymized rec-
ords by linking the masked quasi-identifiers present in those records with those availa-
ble on publicly available identified sources. Then, the re-identification risk is measured 
as the percentage of correct linkages: 
 

𝑅𝑅𝑅𝑅-𝑖𝑖𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑟𝑟𝑖𝑖𝑟𝑟𝑟𝑟 ≈ 𝐿𝐿𝑖𝑖𝑖𝑖𝑟𝑟𝑅𝑅𝐿𝐿𝑅𝑅 𝑅𝑅𝑅𝑅𝑅𝑅𝑎𝑎𝑟𝑟𝑅𝑅𝑅𝑅𝑎𝑎 = #𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐶𝐶𝑇𝑇𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝑇𝑇
#𝐶𝐶𝑇𝑇𝐶𝐶𝑇𝑇𝑇𝑇𝐶𝐶𝑇𝑇

   ( 2 ) 
 

Compared to recall, the record linkage accuracy offers an automatic and objective 
means to evaluate privacy that does not rely on manual annotations.  

3 A re-identification attack for evaluating anonymized text 

In this section, we present a re-identification attack for (anonymized) text based on 
state-of-the-art NLP machine learning techniques. Our attack aims to provide a practi-
cal, realistic and objective mean to evaluate the privacy protection offered by anony-
mization methods for textual data.  

In broad terms, the attack aims to re-identify the individuals referred in a set of anon-
ymized documents by leveraging a classifier trained on a collection of identified and 
publicly available documents encompassing a population of subjects in which the indi-
viduals referred in the anonymized documents are contained. For example, one may 
use publicly available social media publications from a city’s inhabitants to re-identify 
anonymized medical reports from that city’s hospital. By construction, the publicly 
available data should be a superset of the anonymized set. The protected documents 
would contain confidential attributes (e.g., diagnoses) and masked quasi-identifiers 
(e.g., age intervals) from unidentified individuals, whereas the publicly available doc-
uments would contain identifiers (e.g., a complete name) and clear quasi-identifiers 
(e.g., a specific age) from known individuals. Consequently, unequivocal matchings of 
the (quasi-)identifiers of both types of documents (due to a weak anonymization), 
would allow re-identifying the protected documents and, therefore, disclose the confi-
dential attributes of the corresponding individuals. 

Our method can be seen as an adaptation of the standard record linkage attack from 
structured databases to textual data, where documents correspond to records, words (or 
n-grams) roughly correspond to attribute values and the classifier provides the criterion 
to find the best match/linkage between the anonymized and public documents.  

The attack is designed with the aim of recreating as realistically as possible what a 
real attacker would do to re-identify the protected individuals. This also accounts for 
the amount of resources (computation and background data) that a real attacker may 
reasonably devote and have available to execute the attack. This is in line with the 
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GDPR (Recital 26), which specifies that, to assess the risk of re-identification, one 
should take into account the reasonable means that can be employed to perform such 
re-identification. This makes our attack and the derived risk metric more realistic. 

Formally, let AD be the set of anonymized (non-identified) documents and BD the set 
of identified publicly available documents (i.e., background documents). Each docu-
ment describes or refers to a specific individual, thereby defining the sets of individuals 
AI and BI, and the mapping bijective functions FA: AD → AI and FB: BD → BI. Assuming 
AI ⊆ BI (as in the original record linkage attack), FC: AD → BI is the re-identification 
function that matches protected documents with the corresponding known individuals. 
On this basis, from the point of view of an attacker, AD, BD, BI and FB are known, and 
AI, FA and FC are unknown. Therefore, the purpose of the attack is obtaining FC’ (an 
approximation of FC) by exploiting the similarities between AD and BD sets.  

In Algorithm 1 we formalize our proposal, which returns the number of correct re-
identifications achieved by the attack on an input collection of anonymized documents. 
First, a machine learning classifier is built and trained to predict FC (line 1, more details 
in Section 3.1). Using the formal notation above, the classifier would implement FC’ 
by learning which individuals from BI correspond to the documents in BD according to 
the knowledge available to the attacker. Subsequently, the same classifier is evaluated 
with the set of anonymized documents AD (line 4). A correct re-identification would 
happen if the prediction (i.e., FC’) matches FC (lines 5-6). Finally, the number of re-
identifications are returned (line 9). 

 
Algorithm 1. Re-identification risk assessment for anonymized text documents 
  Input: AD // set of anonymized documents 

  BD // set of background documents 

  BI // set of individuals from background documents 

  FB // mapping function from BD to BI 

  FC // groundtruth mapping function from AD to BI 

Output: numReIds // number of correct re-identifications 

  

1  classf = build_classifier(BD, BI, FB, AD); 

2  numReIds = 0; // Number of correct re-identifications 

3  for each d in AD do // Evaluation loop for all documents 

4    pred_ind = classf.predict(d); // Predicted BI individual for d 
5    if (pred_ind == FC(d)) then // If correct re-identification 

6     numReIds++; 

7    end if 

8  end for 

9  return numReIds; 

 
Similarly to the record linkage method (Eq. 2), we assess the re-identification risk 

of AD according to the accuracy of the re-identification attack: 
 
𝑅𝑅𝑅𝑅-𝑖𝑖𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑟𝑟𝑖𝑖𝑟𝑟𝑟𝑟 ≈ 𝑅𝑅𝑅𝑅-𝑖𝑖𝑖𝑖𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑅𝑅𝑅𝑅𝑅𝑅𝑎𝑎𝑟𝑟𝑅𝑅𝑅𝑅𝑎𝑎 = 𝐶𝐶𝑇𝑇𝑛𝑛𝐶𝐶𝑇𝑇𝑛𝑛𝐶𝐶𝑇𝑇

|𝐴𝐴𝐼𝐼|
     ( 3 ) 
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3.1 Building the classifier 

We next detail the internals of the build_classifier method (line 1 of Algorithm 1). Its 
goal is to reproduce as faithfully as possible the techniques that a potential attacker may 
employ to conduct the re-identification attack. This includes considering state-of-the-
art NLP classification models and taking advantage of the data available to the attacker.  
To select the model, we consider state-of-the-art word embedding and transformer-
based models, which have recently revolutionized the area of NLP. Word embeddings 
[36] map words (tokens) to real-valued vector representations that capture their mean-
ing, so that words closer in the vector space are expected to be semantically related. 
The initial approaches to word embeddings produced a fixed vector for each token. 
Nevertheless, in many cases, words’ meaning is affected by the context (especially for 
polysemic words) and, therefore, they cannot be properly defined through unique em-
beddings. This led to the creation of contextual word embeddings [37], where the em-
bedding depends on the context of the word instance. Since our classifier requires non-
ambiguous words representations, which allow to determine if a word is related with a 
particular individual, using contextual word embeddings is the best strategy. 

Word embedding models require from large training corpora in order to build gen-
eral and robust word representations. This has led to the popularization of pre-trained 
models [34, 38], which are trained once with an enormous corpus and then are used in 
multiple NLP tasks. Even though the results obtained from these pre-trained models are 
good enough for a variety of problems, better performance can be achieved through 
fine-tuning, a procedure in which word embeddings are further trained with the task’s 
specific corpus. We expect the attacker to follow this paradigm, which provides high 
quality results while significantly reducing cost of training models from scratch.  

Another technology that took a step forward in NLP is the transformer architecture 
[39]. The strengths of this approach are the capability of handling long-range depend-
encies with ease and a reduced processing time based on parallelism. One of the most 
popular and well-established transformer-based model for NLP is BERT (Bidirectional 
Encoder Representations from Transformers) [34], which is pre-trained with a huge 
corpora (Wikipedia and the BookCorpus), and is capable of learning high quality con-
textual word embeddings. After simple modifications and fine-tuning, BERT is capable 
of obtaining human-level or even better performance in multiple language-related tasks, 
including document classification. On this basis, we consider BERT (or its variations) 
a well-suited model for our attack, since it can obtain outstanding results with neither a 
huge cost nor unfeasible knowledge assumptions from the attacker.  

In addition to build her own classifier, we also expect the attacker to define a devel-
opment set to have an intuition of the classifier’s performance. In this way, it would be 
also possible to tune the classifier’s hyperparameters to maximize the re-identification 
accuracy. This configures training as a best model search, in which multiple hyperpa-
rameters are evaluated according to the accuracy obtained on the development set. 

Going back to our algorithm, the classifier returned by the build_classifier method 
is such that, after the further pre-training and fine-tuning steps, obtains the best accu-
racy on the development set. To this end, multiple trainings with different hyperparam-
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eters are performed, searching the best combination. A fixed number of epochs is de-
fined for further pre-training, and fine-tuning is run until a pre-defined maximum num-
ber of epochs is achieved or development accuracy does not improve (early stopping). 

Regarding the data that can be employed to build the classifier and the development 
set, recall that the attacker knowledge is limited to BD, BI, FB and AD. On the one hand, 
documents in BD provide knowledge of the individuals’ specific vocabulary, which im-
proves understanding of domain-specific words. Additionally, BD can be labeled on BI 
by using FB, thereby providing useful information about the relationship between the 
publicly available background data and the individuals’ identity. This can lead to the 
detection of (quasi-)identifying attributes (e.g., the person’s name or her demographic 
attributes), which are the base of the re-identification attack. On the other hand, unla-
beled documents in AD convey knowledge on the anonymized vocabulary. This includes 
information such as the co-occurrence of words left in clear with those subjected to 
masking, which may allow inferring the latter from the former. 

On this basis, a straightforward approach would be to use all documents in BD and 
AD for further pre-training, and documents in BD labeled on BI for fine-tuning. This 
produces a model with domain-specific knowledge capable of mapping documents to 
BI, as it is required for the attack. Nonetheless, it is important to note that the goal of 
the model is to correctly classify documents in AD, which come from a different data 
distribution than the documents in BD. Concretely, BD are clear texts (such as identified 
posts in social media) whereas AD are anonymized texts (such as non-identified medical 
reports with some words masked via suppression or generalization). Because machine 
learning algorithms are sensitive to differences between training and test data distribu-
tions, this could hamper the accuracy. For example, during the fine-tuning step, the 
classifier may learn to focus on identifying words or structures that are not present in 
the anonymized documents, which would be useless for the attack. To tackle this prob-
lem, we propose creating an anonymized version of BD called BD’ by using any off-the-
shelf text anonymization method available to the attacker. Ideally the same method used 
for AD should be employed but, because such method would be usually unknown, a 
standard NER-based method (being NER the most common approach for practical text 
anonymization), can be used instead. As a result, documents in BD’ would provide an 
approximation of how data are anonymized, by employing documents more similar to 
those in AD. This offers useful information on how known documents (BD) are anony-
mized, thereby facilitating disclosure of masked words based on their context. In addi-
tion, BD’ can be labeled on BI (since BD’ → BD is known), therefore facilitating the 
discovery of the identities underlying the masked documents; for instance, by discov-
ering identifying words neglected by the anonymization method (e.g., a particular street 
name) that are also present in documents from AD. Taking this into consideration, we 
propose using BD, BD’ and AD documents for further pre-training and the union of BD 
and BD’ labeled on BI for fine-tuning, thereby obtaining a classifier model better adapted 
to the content of the anonymized documents. 

For the development set, we propose to extract a random subset of configurable size 
from the documents in BD, which we call CD, and transform it to match, as much as 
possible, the data distribution of AD. An intuitive approach would be to anonymize CD; 
however, this would result into identical documents to those in BD’, which are already 
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present in training data. Thereupon, a previous step is required, aiming to differentiate 
CD texts from the BD ones and, if possible, to assimilate them to those in AD prior anon-
ymization. To this end, we propose to perform a summarization-like process on docu-
ments from CD, obtaining ĈD. On this basis, abstractive or hybrid summarization meth-
ods are preferred rather than extractive ones [40], so that they produce summarizations 
that do not include sentences present in documents from BD. After that, the summarized 
documents in ĈD are anonymized (obtaining ĈD’) in the same way as done for BD’. 
Finally, the documents in ĈD’ are used as the development set of the attack. 

4 Empirical experiments 

This section reports empirical results on the application of our re-identification attack 
to a variety of text anonymization methods, both NLP-oriented and PPDP-grounded. 
We also test the risk resulting from a manual anonymization effort.  

As introduced above, NLP methods [8-20] tackle anonymization as a NER task, in 
which allegedly private information categories (names, locations, dates, etc.) are de-
tected and masked. Detection is based on rules and models trained to identify the spe-
cific categories, and masking consists of replacing the detected entities by their corre-
sponding categories. We considered the following systems and tools that have been 
employed for NER-based text anonymization [6]: 
• Stanford NER [41]: provides three pre-trained NER models: NER3, which detects 

ORGANIZATION, LOCATION and PERSON types; NER4, which adds the MISC 
(miscellaneous) type; and NER7, which detects ORGANIZATION, DATE, 
MONEY, PERSON, PERCENT and TIME types. 

• Microsoft Presidio1: a NER-based tool specifically oriented towards anonymiza-
tion. Among the variety of types supported by Presidio, we enabled those corre-
sponding to quasi-identifying information: NRP -person’s nationality, religious or 
political group-, LOCATION, PERSON and DATE_TIME types. 

• spaCy NER2:  we used the en_core_web_lg, model, which is capable of detecting 
named entities of CARDINAL, DATE, EVENT, FAC (e.g., buildings, airports, 
etc.), GPE (e.g., countries, cities, etc.), LANGUAGE, LAW (named documents 
made into laws), LOC (non-GPE locations such as mountain ranges), MONEY, 
NORP (nationalities or religious political group), ORDINAL, ORG, PERCENT, 
PERSON, PRODUCT, QUANTITY, TIME and WORK_OF_ART types. 

 
Regarding PPDP text anonymization methods, most of them are on the theoretical 

side [23, 25, 26], suffer from severe scalability issues [21, 42, 43] or seriously damage 
data utility [22, 24], making them hardly applicable. The only practical method we 
found is [27], which is based on word embedding models. Due to the lack of a name, 
this method will be referred to as Word2Vec, this being the backbone neural model 
employed by this work. 

                                                           
1 https://github.com/microsoft/presidio 
2 https://spacy.io/api/entityrecognizer 



9 

In addition to automatic methods, we also considered the manual anonymization 
conducted by the authors of [27], which allows us to assess the robustness of manual 
effort against our re-identification attack. Finally, we also report re-identification re-
sults on the unprotected versions of the documents in AD. This constitutes the baseline 
risk that anonymization methods should (significantly) reduce. 

As evaluation data, we employed the corpus described in [27], which consists of 
19,000 Wikipedia articles under the “20th century actors” category. To simulate the 
scenario described in Section 3, we considered the article abstracts as the private doc-
uments to be anonymized, whereas the article bodies (whose content overlap with the 
abstracts, even though presented in a different, more detailed way) were assumed to be 
the identified publicly available information. From this corpus, 50 article abstracts cor-
responding to popular, contemporary and  English speaking actors were extracted in 
[27] as the set to be subjected to both automatic and manual anonymization. In terms 
of our attack, the 50 actors in the extracted set constitute AI, the 50 abstracts anonymized 
with a method m define AD

m, and the article bodies in the corpus constitute BD (with a 
population of BI actors that should encompass AI). 

The amount of background documents BD used to perform the attack, and their over-
lap with AI, have a critical role in the success of the attack. To test this aspect, we 
defined several attack scenarios by setting increasingly larger BDs: 
• 50_eval: a worst case scenario for privacy, in which BI exactly matches AI, thereby 

constituting the easiest re-identification setting. In this case BD comprises the 50 
article bodies of the 50 anonymized abstracts. 

• 500_random: a synthetic scenario consisting of 500 random article bodies taken 
from the total of 19,000 in the corpus plus those corresponding to the 50 actors in 
AI that were not included in the initial random selection. This ensures that AI ⊆ BI. 

• 500_filtered: a set of 581 article bodies obtained by systematically filtering the ini-
tial 19,000 according to several features related to the actors in AD. In particular, we 
discarded non-native English speakers, non-actors (e.g., directors), dead individu-
als, those born before 1950 or after 1995 (latter included) and those whose article 
included less than 100 links and was present in less than 40 languages (the latter 
two being related to the ‘popularity’ of the actor). These criteria aim to maximize 
the number of individuals in AI present in BI, even without knowing AI, as it would 
happen in practice. As a result, 40 out of the 50 actors in AI appeared in BI. This 
limits the re-identification accuracy to 80%.  

• 2000_filtered: a set of 1,952 article bodies obtained by using the same criteria as in 
the prior set but omitting the filter on the number of languages. This results in 41 
actors from AI appearing in BI, which limits the re-identification accuracy to 82%. 

 
Once BD is set for a particular scenario, the corresponding BD’, CD, ĈD and ĈD’ sets 

required to define the training and development sets should be created as detailed in 
Section 3.1. To create BD’, we anonymized the documents in BD by using spaCy NER. 
On the other hand, ĈD comprised a subset of the abstracts corresponding to the bodies 
in BD. Being the abstracts summaries of the article bodies, this procedure follows the 
summarization-based approach proposed in Section 3.1, thus not requiring explicitly 
building CD. The size of ĈD was set to 10% for the 2000_filtered, 500_filtered and 
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500_random scenarios, and 30% for 50_eval. Finally, the documents in ĈD were anon-
ymized by following the same method employed for BD’, thus obtaining the ĈD’ set that 
constitutes the development set. 

To realistically simulate the implementation of our method by a potential attacker, 
we considered the resources that such attacker would reasonably devote. On this basis, 
we employed Google Colaboratory, which offers the most powerful free platform for 
building and running machine learning models. Resources at Google Colaboratory may 
vary depending on the actual demand. In our tests, the running environment consisted 
of an Nvidia Tesla K80 GPU with 16GB of VRAM, an Intel Xeon CPU and 12GB of 
RAM. Google Colaboratory’s free tier limits the maximum duration of a run to 12 
hours. Trainings with a longer duration require from saving the current model and man-
ually restoring the process, resulting in a new environment with a potentially different 
hardware allocation. In order to ensure that all the computation is made on the same 
hardware (and also to avoid the tedious manual restoring of the test), we didn’t consider 
scenarios with training runtimes longer than 12 hours. This discarded a potential sce-
nario using the whole 19,000 articles as BD, whose fine-tuning runtime is estimated at 
about 21 hours for 10 epochs. The other scenarios had runtimes of 31, 99, 297 and 301 
minutes, respectively. Note that 500_filtered took 2.5 times longer to train than 
500_random because the length of the documents in the former was 3 times larger, 
since the popularity filters applied resulted in longer articles.  

Out of the wide variety of pre-trained models based on BERT3, we have considered 
those that stand out for their accuracy and/or efficiency, and that can be fine-tuned with 
the limitations of our execution environment (e.g., GPU memory). Under this premise, 
we selected DistilBERT (distilbert-base-uncased), a distilled version of the original 
BERT which reduces 40% the model’s size but keeps a 97% of its performance in mul-
tiple tasks; this provides a great trade-off between accuracy and cost.  

As discussed in Section 3.1, the model training included performing a best model 
search based on model’s hyperparameters. Considering the number of tests to be con-
ducted, their runtime and their similarities, we applied it to the 50_eval scenario and 
used the obtained parameters in the remaining scenarios. Specifically, the hyperparam-
eters that provided the best accuracy for the development set were: learning rate 5e-5, 
batch size 16, sliding window length/overlap 512/128 and sliding window length/over-
lap for classification 100/25. Additionally, the Hugging Face’s AdamW optimizer was 
used with default parameters except for the learning rate (betas 0.9 and 0.999, eps 1e-
8 and weight decay 0). 

Pre-training was performed during 3 epochs and fine-tuning during a maximum of 
20 epochs. Using the accuracy at the development set for early stopping criteria with a 
patience of 5 epochs, fine-tuning was run for ~20 epochs for the 50_eval, 500_random 
and 500_filtered scenarios and during ~10 epochs for the 2000_filtered scenario. Ad-
ditionally, it is important to note that the pre-training only used BD and BD’ without 
performing the optimal fine-tuning using each one of the ADs. Doing so would increase 
the number of tests by a factor of 8 (the number of methods/configurations tested), and 
we observed no noticeable benefits in the worst-case scenario 50_eval. 

                                                           
3 https://huggingface.co/docs/transformers/index 
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4.1 Results 

Fig. 1 depicts the re-identification risk of each combination of background knowledge 
and anonymization approach. 
 

(a) 50_eval            (b) 500_random 

(c) 500_filtered          (d) 2000_filtered 

Fig. 1. Re-identification risk percentages of several anonymization approaches with different sets 
of background documents. In (c) and (d) the maximum possible re-identification accuracy is de-
picted as a horizontal line. 

First, we notice that the re-identification risk of AD
Clear text (that is, non-anonymized 

documents) is close to the maximum, which is, 100% for 50_eval and 500_random, 
and 80% and 82% for 500_filtered and 2000_filtered, respectively. This proves the ef-
fectiveness of the tuned DistilBERT model as classifier. For the case of anonymized 
documents, we observe that the attack is capable of re-identifying individuals even from 
AD

Manual, with accuracies well-above the random guess, which is 2% for 50_eval, 0.2% 
for 500_random, 0.17% for 500_filtered and 0.05% for 2000_filtered. This illustrates 
that manual anonymization efforts are prone to errors and omissions, and are limited 
when used as evaluation ground truth. 
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On the other hand, the average re-identification risk illustrate how BD influences the 
results. In particular, the 500_random scenario provides just slightly less re-identifica-
tion risk than 50_eval, because the common features of the 50 protected individuals 
make them easily differentiable within the random set. In contrast, the risk of the fil-
tered BDs is significantly lower because i) not all the protected individuals are present 
in BD and ii) those present are more similar to the other individuals in BD, thereby being 
harder to discriminate. 

Regarding the different anonymization methods, NER-based techniques show sig-
nificant deficiencies, reaching re-identification risks greater than 50% for the 50_eval 
worst-case scenario and, still, no lower than 20% for 2000_filtered. On the other hand, 
the PPDP approach from [27] achieved the best results of any automated method across 
all BDs, with a re-identification risk just slightly greater than the manual anonymization. 
That fact that this method does not limit masking to a pre-defined set of categories (as 
NER-based methods do) certainly contributes to better mimic the human criteria and 
decrease the disclosure risk.  

5 Conclusions and future work 

We have proposed an attack-based disclosure risk assessment method for evaluating 
text anonymization methods. Compared to the standard recall-based privacy evaluation 
employed in the literature, our method offers an objective, realistic and automatic al-
ternative that does not require costly and time consuming manual annotations. The ex-
perimental results we report provide empirical evidences to the criticisms raised in [6, 
27] on the limitations of NER-based methods for text anonymization. Our results also 
suggest that privacy-grounded methods based on state-of-the-art language models (such 
as the approach in [27]) offer more robust anonymization that better mimics the criteria 
of human experts. Nevertheless, the reported re-identification accuracies, which are 
significantly greater than the random guess, suggest that there is still room for improve-
ment, even for manual anonymization.  
 As future work, we plan to evaluate the influence of the different hypermarameters 
in the re-identification accuracy and training runtime and, also, test the behavior of 
other pre-trained models. Furthermore, we plan to compare our re-identification risk 
assessment to the standard recall metric. 
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