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1 Introduction 

The focus of the document is going over a robot and its context to find potential bar-

riers that could make the robot in-accessible for people with disabilities. Since uni-

versal design is a process for creating an object and the actual designed object it-

self (Schulz, 2014), this method below can be part of a universal design process for 

robots leading to a universally designed robot. 

Addressing these barriers is necessary but is not sufficient to find out if the robot is 

universally designed. It likely will also require some sort of user testing with people 

with different disabilities to see if it works for them. Identifying and addressing the 

barriers found using this method should be done before the robot is sent out for a 

user evaluation with people with disabilities. This is to ensure that an evaluation 

with people with disabilities has the most benefit for people running the evaluation 

and the people with disabilities participating. 

2 Finding the accessibility barriers for A robot  

We will start with the method for finding barriers that is based on Chapter 4 from 

Malak Al-Qbilat’s Ph.D. thesis (Al-Qbilat, 2022). This is, in turn, based on the Web-

site Accessibility Conformance Evaluation Methodology (WCAG-EM) method de-

fined by the World Wide Web Consortium(W3C Working Group, 2014). The meth-

odology was a systematic way of going through a website to see how it meets 

WCAG 2.0 requirements. The basic steps of the process are: 

1. Define the evaluation scope: this is for defining what will be evaluated, whet 

level of the WCAG to follow, and any additional requirements. 

2. Explore the target website: this is a process of exploring to determine the func-

tionality of the web page and the different kind of webpages that will be used. 

3. Select a representative sample of the webpages: After exploration, select a 

sample of the webpages to evaluate, this can either be done randomly or in a 

structured way, this is dependent on the size of the website that will be evalu-

ated, but it is important to document it and ensure that it is representative. 

4. Audit the selected sample: Perform a WCAG evaluation on the sample based 

on the scope defined in Step 1. 

5. Report the results: Results should be reported in a structured format so that oth-

ers can understand what was done. 

Al-Qbilat (2022) adjusted this method to work with robots. The method that she pro-

poses is: 
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1. Define the evaluation scope. This would be a way of defining the context for use 

of the robot and other things. Define the input and output methods are to be 

used and the services that will be evaluated. 

2. Explore the target robotic application (software and hardware): Get an idea of 

what the robot can do and what needs to be evaluated. 

3. Audit the robot application: check all initial interaction components and check all 

complete processes. One could also use guidelines that exist in this situation as 

part of the audit process. 

4. Report the results (the elicited accessibility barriers). 

Al-Qbilat did not give this method a name. For this document, we will call it the Ac-

cessible Socially Assistive Robot Evaluation Methodology (ASAR-EM). Al-Qbilat de-

fined this method before she had adapted the WCAG in her thesis, but she argues 

that this method can work in different ways of understanding the situation. Whether 

it is through observation and interviews, creating personas and scenarios, or 

through evaluation of an expert (Al-Qbilat, 2022). Further, Al-Qbilat only got to try 

her guidelines for one robot, and she also updated her guidelines to include infor-

mation from WCAG 2.1. It would therefore be useful to try and use Al-Qbilat’s up-

dated guidelines for socially assistive robots in ASAR-EM processes (for example, 

as part of Step 3) for a variety of robots and contexts to see how well it works. 

One reason to use the ASAR-EM is that it provides context and scope to the evalu-

ation of a robot. Since robots are a combination of software and hardware, there 

are many design decisions that need to be made in their construction and this natu-

rally leads to limitations in certain situations. So, a robot may not be accessible in 

some use cases or modalities due to its limitations, but this might not be relevant in 

another use case. Regardless, it is still useful to look and understand the robot’s ca-

pabilities so that one can be aware of these issues when designing a solution. The 

first two steps in the ASAR-EM method gives us an opportunity to help define 

where the robot is going to be used; what inputs, outputs, and services it uses; and 

explore how well this context works with the robot. This initial work can basically in-

clude an inventory of the robot’s abilities. If there are certain robots are popular, 

(e.g., a robot such as Pepper or Nao) the information can be a starting point for a 

new ASAR-EM in a different context.  

Robots may also provide additional interfaces for interaction. Although social robots 

in theory should provide interaction that is close to human social interaction, such 

as speaking or gestures, there can also be different mobile applications, web 

pages, buttons, or other methods that might be used for interacting with the robot. If 

one uses a mobile phone app, web page, or some other software actively to interact 

with the robot, that software needs to be examined too using something like the 

WCAG.  
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3 WCAG-EM reporting tool & Adaption 

In addition to the document, the W3C/WAI have produced a tool that follows the 

WCAG-EM methodology (Abou-Zahra et al., 2022). This tool is recommended by 

the W3C/WAI along with “light WCAG checks” to use a starting point for evaluating 

the accessibility of an existing website. The tool itself is open source and runs in an 

evaluator’s web browser with no connection to the internet. It has one neat feature 

that you can collect a list of URLs from the web page and then it can use that to 

randomly select your sample of web pages. On the other hand, the tool simply of-

fers a structure for following the methodology and that text is written in the correct 

place. One could create a template in your favorite word processor or text editor 

and have near-equivalent experience. 

Like the basic idea of the WCAG-EM can be made to work as an ASAR-EM, we 

can use the reporting tool and adjust it to our needs. Below, we take each of the 

main points from the Reporting Tool and adjust the fields to work for a robot evalua-

tion. 

3.1 Define the scope  
This consists of several different fields: 

1. Robot name: 

The robot (or application’s) name. 

2. Scope of the robot (what we will include and what we will not include). 

Document how and what the robot will be used for. This helps establish the con-

text for the robot’s use. 

3. Conformance targets 

This depends on the robot and the different interfaces that are used for the ro-

bot. For interfaces like the app and websites, we can use the WCAG 2.1, for the 

robot itself, we will use the guidelines from in appendix in the Ph.D. thesis from 

Al-Qbilat (2022). 

4. Accessibility support baseline: (what the goal is to support) 

For apps and websites, pick an accessibility level such as A, AA, or AAA. For 

robots where we use Al-Qbilat’s guidelines, we can also use the same letters for 

conformance. In 2022, it was expected that ICT-solutions in Norway could 

match at least A or AA in WCAG 2.0 with some exceptions for audio descrip-

tions and captions. We can start by putting things at Level AA. 

5. Additional evaluation requirements.  

Any additional evaluation requirements that aren’t included under the conform-

ance targets from above. 

3.2 Explore the robot application  
In general, this is an area for taking notes about the process as you explore the ro-

bot. One gathers material that will be used as a basis for testing later. You can add 
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extra notes on the technology. This normally may require input from different people 

involved with the scope of the robot.  

The original reporting tool has a split between “essential” pages and “variety” 

pages. That is, a website might have pages that are essential for using the site and 

others that are often not visited but still important for the site. For example, a bank-

ing website would likely classify the login page and balance page as essential, 

while marketing pages about new loans might be classified as variety. This distinc-

tion may not be as relevant in the robot context, at least for the robots that we have 

evaluated in this document. In the future, such distinctions might be more important. 

Especially since the robot may have “fun” features that it could use but are not part 

of its essential program.  

For the robot, this should also be where one takes stock of the capabilities of the ro-

bot.  

3.3 Select a representative sample  
The tool provides a mechanism to select random pages (which is why you need to 

define them in the previous step). Otherwise, you can pick them yourself. Since 

there we do not have a collection of URLs, we just document what we evaluate. On 

the other hand, most of the robot applications are currently not as complex as most 

of the   

3.4 Audit the sample  
This is where we do the evaluation. 

3.5 Report the findings  
Include the report title, who commissioned the evaluation, who the evaluator was, 

an executive summary, and the results. The reporting tool has an option to include 

an archive of the web page content. For other media, alternative methods must be 

used if there is a desire to include the content. 

3.6 Trying out the ASAR-EM method 
This method seems promising. some of the items, like defining the scope, can be 

done in bulk, at least when one needs to consider multiple robots. Once the first 

part is done for each robot, it is simply a matter of going through each item. Here 

are the different robots that we tried the method out on. 

1. NAO: The remote for the ROSA project plus the setup process 

2. Pepper: The reception experiment 

3. AV1: Setup and using the device in a classroom context. 

4. Berntsen: Looking only at the teleoperation solution 

5. Tiago :: The experiment or context at Care+ 
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4 NAO  

4.1 Scope  
1. Robot name: NAO (Pic-

tured in Figure 1). 

2. Scope of the robot: The 

robot is to be used in the 

ROSA project, which 

aims to use a robot to 

help in teaching social 

and communication skills 

(Schulz & Skeide Fuglerud, 

2022). There is more 

functionality that is 

planned, but for now, we 

limit ourselves to the remote-control functionality. This is a set of functionalities 

that can be run from a web browser. The current remote control has nothing to 

touch. It primarily is an output device meant to serve as a couch/personal 

trainer/classmate when working with the device.  

3. WCAG version and conformance target. We will aim for the standard level of 

conformance, which would be WCAG 2.1 AA.  

4. Accessibility support baseline: We will try to support the browsers and mobile de-

vices that will most likely be used for the evaluation. That is, we will go with Mi-

crosoft Edge, Chrome, Firefox, and Voiceover on the device.  

5. Additional evaluation requirements. There is a bootstrapping issue that the robot 

needs to get on the network. So, we will also include the built-in setup page and 

the robot settings application. Primary goal is to find accessibility issues.  

4.2 Explore the robot  
4.2.1 Information about NAO 

We used the NAO6 for this evaluation. The basics of NAO are: 

• Degrees of freedom: 25 

• Microphones: 4 

• Speakers: 2 

• Lights: 42 LEDS distributed between the top of head, eyes, ears, and feet 

• Cameras: 2 

• Tactile sensors: 3 capacitive sensors on the head, one push button on the chest, 

3 capacitive sensors on each hand, and two feed bumpers 

 

Figure 1: The NAO Robot (Photo Credit: Stephen Chin) 
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• Languages: 21 languages with varying levels of support. 

4.2.2 The remote control  

The website is straightforward. It consists of several buttons that go through and 

run actions on the robot (Figure 2). The actions are divided by categories, but the 

list is: 

• Stand up, 

• Sit down, 

• Greet, 

• Say good bye, 

• Say some text 

• Tell the student to go to the next task 

• Ask the student to try again 

• Tell the student the task was correct 

• Perform one of four dances: a robot dance, a chicken dance, a disco dance, or 

the macarena 

• Adjust the volume up or down 

• Check the connection with the robot 

• Shutdown the robot 
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Figure 2 The remote control used for NAO in the ROSA project. 

4.2.3 The configuration page 

The configuration page (Figure 3) is available by default on the robot, but it is dep-

recated. They recommend using a separate program called Robot Settings that is 

available on Linux, Windows, and macOS. I've downloaded it for macOS, but it is 

difficult to run on newer versions of macOS since the application isn’t signed. 

Regardless, the login page allows one to configure the network for the robot, select 

apps to be installed from the Aldebaran store, and adjust the robot’s language, and 

time zone. Each of these items is in their own tab. There is also a word balloon next 

to a picture of the robot in the top left corner you can click on and write text to say.  

The Robot Settings app (Figure 4) provides similar functionality, but it has additional 

help and documentation to help people with connecting to the robot. 
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Figure 3 The configuration page for NAO with the first tab selected; all buttons are image 
only and have no text. 

 

 

Figure 4. The Robot Settings app running on Windows, notice that the text is automatically 
in Norwegian. 

4.3 Selecting a sample 
We’ll use both the remote-control page, the login page, and the robot settings if we 

can get that running. 

4.4 Results from the evaluation 
The evaluation is split between each of the different parts. 
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4.4.1 The remote-control 

The remote-control is a web page follows the WCAG guidelines well. Since it con-

sists of buttons and an edit field, this is normally supported well by the different as-

sistive technologies that exist. There are no images, audio, or video that need to be 

considered. The colors chosen for the remote have contrast that is above the 

threshold ratio for AAA. The tab ordering for the buttons matches what is on the 

screen. The edit field has a label. So, the web page itself has no WCAG issues. It is 

an open question if the placement of the buttons is optimal for working with the re-

mote control, but that has still to be determined in general. It should happen early 

next year. 

Turning to the robot, we will focus most on the perceivable set of guidelines. Start-

ing with Guideline 1, multiple modalities for interaction Most of the actions are a 

combination of voice, audio, and motion from NAO. For some actions, such as the 

dances, there is an accompaniment of colored lights in the eyes, ears, and feet. 

Overall, the audio voice feedback from the robot appears to be the most important 

for many interactions (“hello”, “goodbye”, “correct”, “try again”). In its current itera-

tion, there is no opportunity to have the robot’s speech captioned.  

Consideration needs to be made as to how to incorporate Guideline 4, alternatives 

for non-text elements. There is a limitation NAO’s mouth is not movable. This 

means that it is difficult to know when it is talking. NAO’s motion and gestures also 

assist in what the robot is saying, but it might be difficult interpret what the robot 

said by some gestures alone. Some additional use of light in the eyes could be 

helpful for indicating if the answer was correct or not. Some lights could also be 

used (for example in the robot ears) when the robot is talking. This can also be use-

ful to check if the volume is correct for the robot.  

The “check connection” button uses lights and sound to indicate it’s connection. 

NAO’s ears will blink blue, and it makes a noise to help indicate if the robot is con-

nected. This means it’s possible to hear if the robot is connected even if one can’t 

see the robot or the volume is low. If there is no connection, neither of these things 

happen. Of course, if one cannot see nor hear the robot, it will be difficult to deter-

mine if it is connected. In that case, some extra functionality could be added to the 

web page for the remote control.  

On the other hand, all flashing from the interactions is done at safe levels to not 

cause seizures. This follows Guideline 6 (Flashing visual content). 

On the other hand, pressing the volume buttons in the remote does not provide any 

feedback on the robot or in the remote. To be fair this does not happen either when 

using the physical buttons on the robot (the buttons on the top of the NAO’s head 

can also change the volume if they have not been overridden by another application 

running on the robot). 

4.4.2 Configuration page 

The configuration page is not conformant to the WCAG. You need to login to the ro-

bot, and that uses the standard HTTP AUTH prompt, which should be accessible 
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on any browser, but the pages themselves are links with images. None of these im-

ages have alternative text. If you turn off image loading on the page, it is very diffi-

cult to know what to do. The edit field for entering text to say also lacks a label. In 

addition, there is very little structure to the page. The page uses a table to lay out 

items instead of using semantic information and putting the layout in CSS. This 

makes its usability for a screen reader very poor. The web page is also only availa-

ble in a couple of languages. The Robot Settings application will follow the lan-

guage from the operating system. 

Although the robot is passive in this situation. Some notes could be made about 

configuration. When the robot is brought to a new location and it doesn’t know 

about the network connection ahead of time, it is necessary to configure network 

connectivity. This is normally done by connecting an ethernet cable between the ro-

bot and a computer. Unless there is special set up ahead of time, the robot will 

eventually get a self-assigned IP address. One can find this self-assigned IP ad-

dress by pressing the NAO button on the robot’s chest. The robot will then say the 

IP address aloud and you can configure your computer to connect to the robot. In 

addition, if there is a multicast DNS service, you can find the NAO by name (it will 

be something like nao.local). This set up, at least as it is currently envisioned, re-

quires someone who can see and interpret the buttons and can hear the robot to be 

able to configure it. 

The robot settings application has attempted to make this less difficult as it will do 

the multicast DNS resolving, so that you can see the NAO robots that are on the 

same network. This is a Qt application, which should, in theory have some accessi-

bility support built in, but I was unable to test this. On Windows, Robot Settings 

locked up when the screen reader was active. On macOS, there have been 

changes in running unsigned applications that cause the app to hang on start up. 

On Linux, it seems to require a certain version of Linux as well. When I ran it on a 

Linux system, I could not get Orca screen reader to run. For now, the Robot Set-

tings app can likely be made accessible, but it 

does not appear to be accessible in its current 

iteration. It would likely need as much work as 

the configuration page. Set up of the robot 

must be done with someone who has 

knowledge of the network and can see and in-

terpret the images from the configuration page 

or Robot Settings. 

5 Pepper  

5.1 Scope  
1. Robot name: Pepper (pictured in Figure 

5). 

2. Scope of the robot: The robot is envi-

sioned to be used as a sort of receptionist 

 

Figure 5: The Pepper robot (Photo 
Credit TEDx Matingly). 
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at an office, hotel, or hospital where it is meant to receive guests. The robot can 

offer directions, call people who the person has an appointment for, or other 

typical receptionist tasks. 

3. If there are screen elements, we'll try and make that work with WCAG 2.1 AA  

4. Given that this is a reception robot, we expect that the person interacting with 

the robot will not necessarily have access to different assistive technology other 

than what they have with them.  

5. We can also look at the setup page to see if it is any different than what is on 

Nao, we'll see. The primary goal is to find accessibility issues.  

5.2 Explore the robot  
5.2.1 Information about Pepper 

This is a Pepper 1.8 that we were using: 

• Tablet: Android Tablet with 1GB RAM and 32GB storage, Running some ver-

sion of Android, Capacitive touch display. Talkback can be run on the tablet, but 

it is slow (the tablet in general is slow). 

• Microphones: 4 

• Speakers: 2 

• Video & depth sensors: 2 Normal cameras and either a depth camera or a 

depth camera and a stereo camera. 

• Lights: 40 LED split between the Eyes, ears, and shoulders 

• Degrees of Freedom: 20 

• Tactile sensors: 2 push buttons, 3 tactile sensors on the head, 2 sensors on 

each hand, and a bumper over each wheel. 

• Languages: 21 languages with varying levels of support. 

5.2.2 The Experiment 

The experiment was supposed to be a robot receptionist and a person coming to 

ask about where a room was or that they were there for a meeting and that the ro-

bot would summon the correct person. The actual goal of the experiment was to 

collect data that could be used for training new models (Walker et al., 2022). The 

experiment itself used the Wizard of Oz technique, where a facilitator sat in another 

room and would respond to the queries from the participant in the study. There was 

a web application (Figure 6) that ran on the web browser on Pepper, where the par-

ticipant would press the “Record” button to record the query and a “Stop” button to 

stop the conversation.  
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Figure 6: The user interface used for the experiment. 

For the context of talking to the robot, there was a web application that had a record 

button and a stop record button. This was because the experiment used a Wizard 

of Oz technique (Riek, 2012) by the researcher. In a real-world situation, the person 

would be asking Pepper these questions without any interaction with the tablet. 

That is, the person would just be talking to Pepper. So, in this context, we ignore 

the interface and think more about a pure conversation interface.  

The robot is running software on the tablet. The tablet does have the possibility to 

use TalkBack (Android’s screen reader), and it does work on the tablet. Unfortu-

nately, TalkBack runs slow and only in English. In theory if one can install apps on 

the tablet, one could get different voices too, but one would also need to investigate 

what is slowing down TalkBack.  

5.3 Selecting a sample 
We took the different use cases that were used in the experiment. Asking for direc-

tions to a room, or that you were here to meet someone. We assumed that the per-

son would only be talking with the robot directly and not use the “record”, “stop rec-

ord” buttons. 

5.4 Results from evaluation 
Most of the interaction is through spoken dialog. This breaks with the multiple mo-

dalities for interaction guideline. This could possibly be mitigated by adding a key-

board for entering information and echoing the text that Pepper says on the tablet. 

The keyboard could also be an input on Pepper’s tablet. This may be helpful also in 

the cases that Pepper cannot hear what the person is saying, for example if there is 

a lot of background noise or the microphone is not working. Another option would 

be to add sign language as an option to the interaction. That is, Pepper could un-

derstand the signs of the person and sign back. 
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6 AV1  

6.1 Scope  
1. Robot name: AV1 (pictured in Figure 7). 

2. Scope of the robot: The robot is used 

as a type of telepresence robot, mostly 

in a classroom environment. The robot 

is sometimes used in other contexts, 

but we will primarily focus on the class-

room context. There is an administra-

tion web page and two mobile apps: 

one that offers the main telepresence 

functionality and one that allows most of 

the administrative tasks from the web 

page.  

3. There are web pages and mobile apps 

that work with the robot. The apps and 

webpages will be checked with WCAG 

2.1, level AA. For the robot, we will use 

the guidelines from Al-Qbilat (2022)  

4. Baseline. iOS voiceover and Firefox, Edge, Chrome.  

5. Primary goal is to find accessibility issues.  

6.2 Explore  
6.2.1 About AV1 

• Degrees of freedom: 2 

• Microphone: 1 

• Speaker: 1 

• Camera: 1 

• Lights: One color LED on the top of its head, and two eye LED displays that can 

show simple eye patterns. 

6.2.2 AV1 website  

There is a website for administering AV1s: https://av1-admin.noisolation.com/. This 

website (Figure 8) provides a list of robots that are registered to you and their status 

(if they are on or off). You can add notes about the robot, add school contacts (if it 

isn’t allocated to a school), or create a new keyword for the robot to register it with a 

new student. You can also add additional WI-FI networks here as well as update 

your contact information so people can contact you if the robot is not work. There 

are also links to the help center if you need more information.  

 

Figure 7: The AV1 with its “confused” 
look. 

https://av1-admin.noisolation.com/
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There are also resources for adding the AV1 to a classroom. These are mostly tar-

geted at the child who would be using it and the infrastructure in the school. There 

is a user guide, a teacher’s guide, a lesson plan for introducing the AV1 into the 

classroom, including slides, a coloring sheet, posters for troubleshooting and fea-

tures of the robot. A certificate for inclusion in the classroom, a general onboarding 

guide that collects much of the above information. There are also draft letters that 

can be used for teachers and parents (for the child and the rest of the class).  

 

Figure 8: The Admin website for the AV1. 

6.2.3 AV1 App  

The app is straightforward to use. You need to add a robot and then you can con-

nect to it. The app uses a chatbot metaphor with the robot (or app) “talking” to the 

person through dialog and most options for the use in the form of buttons (Figure 

9). 
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Figure 9: Example of the chatbot interface in the AV1 app. 

When starting the app the first time, you are asked to add a robot. This involves 

creating a code and agreeing to the terms and services. 
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Figure 10: The start screen after an AV1 has been added; the settings button is in the top 
right corner. 

Once the robot is added, you can connect to the robot (Figure 10). This starts the 

camera, speakers, and microphone on the robot. You can control where the robot 

looks methods via different control methods. 

This leads to the main connection screen for the AV1 app (Figure 11). In the lower 

right corner, there is an icon of the AV1. Clicking on the icon reveals additional but-

tons. The buttons allow you to mute and unmute yourself. You can also choose 

icons to adjust the eyes on the robot to indicate your emotion: 

- A laughing icon to indicate amusement. 

- A confused icon to indicate wondering. 

- A smiling icon as the “default”. 
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There are two other items: a raised hand icon that will blink the light on top of AV1’s 

head and indicate that you want to be called on and a crescent moon icon that indi-

cates that the child is not currently available.  

The settings for the app (Figure 12, left) allows you to connect to different Wi-Fi net-

works, change your secret code, add assistants that can help with admin tasks (the 

AV1 Admin app, Section 6.2.4). There are also accessibility options for specifying 

different ways of controlling the way the robot moves its head (Figure 12, right). By 

default, you can swipe to move or tap to move the robot head. Swipe moves the 

AV1’s head in a general direction but tapping a specific point on the screen will 

move the robot to center it in the view.  

 

Figure 11: The main connection screen in the AV1 app. Note that pictures in the AV1 app 
are not allowed. 

If these controls don’t work well for the person. One can activate either arrow con-

trols or a joystick control. Then, either a group of arrows or a joystick like control is 

added to the screen, and the controls work like other game controls on mobile 

phones. You can customize both the arrow keys and joystick to how they work 

(e.g., do you push and hold the arrow keys or only tap them, does the joystick re-

center itself after the finger is loaded).  



 

24 Performing Accessibility Evaluations for Social Robot  

  

Figure 12: The settings screen (left) with the accessibility options (right) for controlling where 
the AV1 looks. 

6.2.4 AV1 Assistant App  

The Assistant App provides information about one or more AV1s and allows the 

person to make several changes. From the main screen (Figure 13) provides three 

tabs. Besides the main screen about the AV1, Resources provides information from 

the No Isolation web site. Profile provides information about the assistant (e.g., 

name, email address, phone number). 

On the main screen, you need to swipe up to get to the settings. Otherwise, it 

seems to have much of the same functionality that you would have either on the 

AV1 Admin web page or in the settings section of the AV1 app. It seems the main 

reason for this is to let multiple people be able to perform administrative tasks with 

the robot and not overcomplicate the other interface or require access to the admin-

istrative website. 
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Figure 13: The AV1 Assistant App is for parents, teachers, or others can change settings in-
stead of relying on an administrator. 

6.2.5 The Robot itself 

The face on the robot uses lights to indicate different emotions of the person con-

trolling the robot. It has a high-quality camera, microphone, and speaker to allow 

the person controlling AV1 to interact with other people in the environment. Having 

both a 4G and Wi-Fi connection allows it to work in a variety of places even when 

there is no regular internet connection.  

6.3 Select a sample 
We looked at the admin tasks on the website, the main tasks on the AV1 App (con-

necting to the robot and using it) and the AV1 Assistant App. 

6.4 The review 
6.4.1 The robot itself 

It is very easy to find the on/off button for the robot. There are pulsing lights to indi-

cate the robot is booting up, but no audible signal. However, one does get notified 
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from the app when the robot is available. Since having the app is required to use 

the robot, and the person is likely nowhere near the robot during the powering-on 

process, it makes sense that availability information is presented in the app.  

In general, the robot is silent. This could be a potential accessibility issue for people 

with vision impairment that want to interact with the robot and be notified about 

changes in the robot facial expression or wanting to be called on. On the other 

hand, the robot is also meant to be in a classroom and additional noises may be 

distracting and generate unwanted attention for the person using the robot. There-

fore, the visual cues (lights), seem appropriate and easily adaptable to the standard 

classroom context. All flashing lights are done at safe levels to not cause seizures. 

This follows Guideline 6 (Flashing visual content). If audible ways of getting atten-

tion are preferred, that can be accomplished by the person operating the robot (for 

example, by speaking). Interaction for people with hearing disabilities beyond the 

included lights on the AV1 would have to be accomplished another way. 

6.4.2 AV1 admin Website 

Overall, the website follows the WCAG guidelines well. One can navigate the web 

page well with only a keyboard and running a WCAG checker such as WAVE 

(WebAIM (Web Accessibility In Mind), 2022) shows only one error (a missing tag). 

In general, the web pages do not result in any problems if someone were going to 

work with it. 

Many of the learning resources are PDFs and running a sample through Adobe Ac-

robat’s PDF accessibility checker showed that the sampled PDFs had not been 

generated with any accessibility information. Of course, none of these are required, 

but it would be nice to have these accessible as well.  

6.4.3 AV1 App 

The welcome screen is readable by VoiceOver. Provided that you have the key-

word a person who could start the registration process with an AV1. This is nor-

mally provided by a physical card in the box of the AV1, but you can also read it 

from the administration website. 

After that, the process changes over to the chatbot interface. In these next screens, 

VoiceOver does not read the text initially. Instead, you just get a button that says 

“Enter Keyword”. You can have VoiceOver start at the top of the screen and read 

the entire screen. Then, it will read the word bubbles, but this requires the person to 

constantly check and re-read the screen. So, although the dialog from the chat text 

is not picked up, the text input field is picked up and properly tagged. This mean 

that it requires some effort on a person dependent on VoiceOver to know what to 

do here. If the person presses the button to enter the keyword, there are no 

prompts in the app, so the person is typing without any feedback. So, it is difficult to 

know if the keyword is entered correctly. 

Although the text bubbles from the chatbot are not read automatically, things such 

as the emoji are read aloud when they have focus. The first item in the chat is read 
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aloud, and the buttons are correctly identified along with the response, but the per-

son then needs go through the bubbles to follow the conversation and get back to 

any additional controls. 

When one has registered a robot, entering the secret code is straight forward. 

VoiceOver is able to detect if the AV1 is off or connected, although the connection 

bubble is a clumsy as it only reads the text. You will get the battery percentage, fol-

lowed by a network, followed by the wireless network. For example, VoiceOver will 

read text in Figure 10 as “99% 4G NR-Guest”. This could probably be presented in-

stead as: “Battery 99%, 3 Bars 4G connected, Using Wireless Network NR-Guest 

with excellent reception”. 

The main screen when connected to the robot has some things that work and some 

things that don’t. It correctly picks up the robot icon as a menu, and the mute and 

volume buttons work correctly. When you open the menu, however, VoiceOver 

reads the groups of buttons in two sections: the first with the row of emojis and the 

second with the hang-up, raise-hand, and rest buttons. Unfortunately, these are 

only presented as two blocks of items: One cannot choose any of these buttons. 

This makes it impossible to disconnect while using VoiceOver. 

For moving the robots head using VoiceOver, one is best served by using the swipe 

method (the default) passed straight through to the application. That is, one double-

taps and holds until VoiceOver makes a special sound and then you can swipe to 

move the robot’s head. Using the arrow keys method adds another layer of buttons 

that cannot be touched, and the joystick is not visible to VoiceOver either. 

Although one cannot get to the hang up screen with VoiceOver, the current hang up 

screen also needs some work. The buttons are not recognized as buttons and clos-

ing the connection requires you to tap and hold the disconnect button. The tap and 

hold can be done via passing through VoiceOver, but it does require you to know 

where the button is.  

The icon for the Settings page does not have a label, so one must tap the icon and 

hope that settings open. The Settings page has many additional, noisy labels. For 

example, the heading is read repeating the first word, that is “Object Object Set-

tings”. Unfortunately, not all settings are accessible. For example, the screen for 

setting up a Wi-Fi connection is not readable by VoiceOver, all the fields for Wi-Fi 

are stuck in a rectangle that is not accessible. Also, the option to remove the robot 

(for example, if you are getting a new one) has some of the app text not read aloud. 

6.4.4 AV1 Assistant App 

The AV1 Assistant App shares some of the issues from above: it also reads only 

the text from the Robot’s word bubble, so you get the similar “100% 4G NR-Guest” 

read aloud. Similarly, its Wi-Fi dialog is also inaccessible to VoiceOver. 

The biggest issue is that the settings dialog is accessed by swiping up on the main 

screen. This includes some information such as network strength and AV1 serial as 
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well as options for changing the robot’s name, Wi-Fi connections, and more. Unfor-

tunately, VoiceOver can “see” the items when navigating on the screen, but it can-

not activate them. It also prioritizes them over the toolbar at the bottom of the page. 

This can be confusing if you are only using VoiceOver. If one knows one needs to 

swipe up, one can pass a swipe through and then the commands work.  

The resources screen is accessible by VoiceOver, and it provides links to a variety 

of web pages on No Isolation’s website. These web pages, like others on No Isola-

tion’s website, appear to have good compliance with WCAG. 

7 Berntsen 

7.1 Scope:  
1. Robot name: Berntsen (pictured in Figure 

14), which is a repurposed Double Robot-

ics telepresence robot (Double 2 or Dou-

ble 3) with additional software installed on 

it. 

2. Scope of the robot: Berntsen is used as a 

platform for encouraging older people to 

be active. Most of the interaction should 

be automatic, but there are support func-

tions done by others through the Patient 

Sky website. We will not look at Patient-

Sky as that is its own complete system. 

The additional software provides a sched-

ule for the person and an opportunity for a 

health worker or trainer to contact and talk 

with the person via the telepresence inter-

face. There is also the possibility of calling 

others people. This, unfortunately, was not on the robot that we had access too. 

So, we will focus mostly on the telepresence interface. 

3. We’ll use the HRI guidelines mostly, since it has a screen, we can examine it as 

well. We can also look at the telepresence interface for the controlling the robot, 

this is done on a web page or via an app on the phone or iPad. 

4. VoiceOver on the iPad. 

5. Primary goal is to find accessibility issues. 

7.2 Explore the robot 
7.2.1 About the robot 

The Double 3 has the following features (taken from Double Robotics Website): 

2 × 13 Megapixel Unified Pan/Tilt/Zoom Module 

 

Figure 14: Double 3 Robot, which 
runs the Berntsen software. 
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- One super wide-angle lens, one super zoom lens 

- 30 FPS and Night Vision Mode 

2 × Stereovision depth sensors (Intel® RealSense™ D430) 

5 × Ultrasonic range finders 

2 × Wheel encoders (2048 PPR each) 

1 × Inertial Measurement Unit (9 DoF) 

6 × Digital microphones with beamforming 

8-watt full range speaker 

9.7-inch LED-backlit multi-touch LCD 

Wi-Fi - Intel Dual-Band Wireless-AC (2.4GHz, 5GHz) 

Bluetooth 4.2 

Remotely-adjustable height (47 to 60-inches tall) 

Wi-Fi and Bluetooth connectivity 

There is also an API available for adding your own functionality. This is where the 

Berntsen software would be added. 

7.2.2 The robot software 

The additional Berntsen software is not installed on the robot, but there is an alter-

nate version available on the iPad. This is closer to an evaluation of the stock soft-

ware that comes with the robot. 

The robot has a display that is activated by being close to the robot. The display 

also is a touch screen and has buttons for creating a visitor pass, setting up an In-

ternet connection, checking the battery level, and parking or unparking the robot. If 

you swipe up or down on the left or right side of the display, you can adjust the vol-

ume of the speaker or the robot’s height respectively. 

The visitor pass displays a QR code that can be scanned by a phone in the area. 

This opens to a web page that offers you the ability to drive immediately or to send 

an invitation to an email address that can be used for a specific time slot (Figure 

15). 
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Figure 15: Visitor Pass form for Double 3/Berntsen. 

If you either choose to drive immediately or come into to the invitation at the proper 

time, you will get an HTML interface in your web browser that can be used to drive 

the robot (Figure 16). If you are a registered user of the robot, you can also control 

the robot via an iOS device. Either way, the interface works by choosing a spot on 

the floor that you want the robot to navigate to and it will navigate to the location as 

best it can. You can also adjust the height of the robot, go with a picture in picture 

set up, share a web page, or other things. 
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Figure 16: An example of the controller interface for the Double 3. The large black area is 
what is shown by the camera from the robot. 

7.3  Select a sample 
We will focus mostly on the invitation and control functionality since that is the soft-

ware that we had access to. 

7.4 The review 
In general, if one is interacting with the person controlling the robot, it is straightfor-

ward assuming the volume levels are set OK and the light levels are OK for tablet 

(i.e., direct sunlight will wash out the strongest displays, but should not be a prob-

lem in an indoor environment). The person controlling the robot can also send text 

on the display or show a webpage, so it is possible to provide alternate communica-

tion to the person interacting with the robot. The controls for working the height and 

the volume can be manipulated without seeing the screen, assuming one knows the 

controls are there. Adjusting the height provides direct feedback, but there is no 

feedback for the volume if no audio is playing. The controller can also adjust these 

parameters, so it should not be a big issue. 

Getting a visitor pass requires scanning the lower left side of the display. The code 

stays for a while, so it is possible to scan and open the link from it. The web page 
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that you get to from scanning the QR code is simple but does not follow the form 

controls do not have labels and the two buttons at the bottom of the page have poor 

contrast. Using VoiceOver on the page is possible, but you need to have an idea of 

what needs to be done on the page. 

The interface for the controller is, alas, not accessible. The contrast issues from the 

invitation page are also here for the buttons. Most of the buttons are also icon only 

with no text. The interface also requires you to visually place the position on the 

map that you want the robot to travel to. There is one advantage to this that the per-

son doesn’t need to “drive” the robot, but it requires an accessible interface for pick-

ing the spot to travel. 

So, while people interacting with the robot can have the communication handled in 

multiple channels, it appears that the controller still needs sufficient eyesight and 

dexterity to control the robot. 

8 Tiago 

8.1 Scope 
1. Robot name: TIAGo (Figure 17), which is a 

robot research platform (as opposed to an off-

the-shelf product). 

2. Scope of the robot: TIAGo is used as a re-

search platform. The platform is sold by Pal Ro-

botics (with HQ in Barcelona, Spain). The target 

audience are universities or research institutions 

that aim to develop, test, and conduct studies 

with the robot. The robot was sold in over 200 

exemplars at different universities or other re-

search institutions around the world. The robot 

can come equipped with one- or two robotic 

arms, and different design of the robotic grippers. 

A screen/tablet can also be bought or attached to 

the robot if desired. The robot is used for research in Artificial Intelligence and Ma-

chine Learning, Human-Robot Interaction, Manipulation, Perception, Navigation, Mo-

tion Planning. The fields of application cover: (future) factories, smart cities and IoT, 

Ambient Assistive Living (AAL), Benchmarking, User Studies. 

3. Other information about the robot: The robot is often used in EU-projects as a 

research platform. In Norway, to our knowledge, there are three Institutions owning 

a such robot: University of Oslo (also a partner in the UD-Robots research project), 

Institute for Energy Technology (IFE), and University of Agder.  

4. Design of the robot: the robot is formed from a mobile base, a torso, a head, and 

one or two robotic arms.  

 

Figure 17: The TIAGo robot 
(Photo credit: Diana Saplacan). 
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8.2 Explore 
• Tablet: can be mounted on the robot (not available by default) 

• Microphones: stereo microphone 

• Speakers: yes 

• Video & depth sensors: RGB and depth camera (thermal camera – mono and 

colored, can be bought and mounted on top of it) 

• Lights: on the base (showing that the robot is ON) 

• Degree of Freedom for the robotic arm: 7df 

• End effector: parallel gripper (other possibilities are available to buy, or to 3D-

print after a predefine design)  

• Navigation: laser  

• Battery autonomy: 4-5hs with 1 battery and 8-10 hs with 2 batteries 

• Languages: available in several languages.  

• SSD: 250 GB 

• CPU: Intel i5 

• Modalities of interaction: direct interaction, speech, motion 

• Operating System: Ubuntu LTS, Real time OS (ROS) 

• Simulation platform: Gazebo 

• Height: 110-145 cm 

• Arm payload: maximum 3 kg 

• Mounting points: on the head (e.g., thermal camera), on the laptop tray, and on 

the mobile base 

• Weight: Between 50-100 kg.  

8.2.1 Experiments 

TIAGo was used in experiments, on behalf of two other ongoing research projects, 

with a group of older users at an activity center. Some of the older users were using 

walking sticks, others were using wheelchairs, some walkers, and some did not 

have any additional assistive technologies. The experiments TIAGo was used are 

described below: 
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The first experiment had researchers show different types of cameras that TIAGo 

can use to detect persons or objects. The cameras included in the experiment 

were: RGB camera, thermal camera (mono-color and colored), and depth camera. 

The participants were asked a set of questions related to their perceived privacy 

when the robot uses different types of these cameras. In addition, other elements, 

such as handover of an object to the participants were also included. Besides these 

interactions, TIAGo was also interacting with the users through speech. Moreover, 

the participants were asked questions about their perceived safety. In this experi-

ment, the researchers were controlling the robot through Wizard of Oz (Riek, 2012).  

The second experiment took place together with the older users at the same activity 

center. The experiment was based on TIAGo approaching the participants at differ-

ent heights and speeds, both in the physical environment, and in Augmented Real-

ity (AR) by using a MetaQuest Virtual Reality System. The users could stop the ro-

bot at any time, by pressing a button on a controller. In this experiment, there was 

no speech interaction included. The speed and height of TIAGo was set manually, 

but the robot executed the task semi-autonomously (being pre-programmed). 

8.3 Select a sample 
We used the activities from the experiments above as a basis for looking at acces-

sibility issues. 

8.4 Report of results 
A robot using a camera is not necessarily an accessibility problem as it can be part 

of its sensor system for navigation or other tasks; that is, the camera data is pro-

cessed for its sensor purpose and then discarded. It can be an issue if the robot 

wants to preserve privacy and perhaps provide alerts to people that it is now re-

cording something that will be reviewed by others. 

The participants in the experiments had different levels of mobility, although the mo-

bility of each participant wasn’t directly related to the activities in the experiment, it 

probably played some part on their opinions in the second experiment with the ro-

bot approaching at different heights and speeds. 

AR provides interesting possibilities for providing information in the environment, 

but it also necessary to examine universal design issues with that as well. It has 

similar issues with Virtual Reality (Simon-Liedtke & Baraas, 2022) and is beyond the 

scope of this evaluation. 

In general, TIAGo is designed to be programmed by researchers, programmers, or 

roboticists to perform a task, and possibly also used in user-studies. It is difficult for 

someone that does not have any technical knowledge to start using it. However, TI-

AGo can be controlled through a remote control (for example, a PlayStation-style 

controller), but any controller that is compatible with a PlayStation controller (or joy-

stick) protocol can work. So, alternative switches could be used as well if the partici-

pant is meant to control the robot. Otherwise, it is up to the people planning, creat-

ing, and running the user study to ensure that accessibility issues are addressed in 

the study. 
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9 Closing remarks 

The purpose of this document was to try and use the method suggested by Al-

Qbilat (2022) that we have given the name ASAR-EM. Overall, the method proves 

good as an approach for examining accessibility issues with socially assistive ro-

bots. It helps to capture the context that the robot will be used and provides an op-

portunity to understand the robot’s capabilities and the software that will be used. 

This can provide insights into other things that need to be considered (for example, 

considerations for classrooms in the case of the AV1 and the NAO or the reception 

area for Pepper). This does offer a good opportunity for creating a truly universally 

designed technology and service.  

A small bonus for evaluating a robot in this way is that the results can provide a 

good starting point for considering the robot in other contexts. Of course, contexts 

are different, but the basic abilities of the robots do not change much, so a previous 

evaluation may provide a solid foundation for flagging potential issues or provide 

new items to consider for the new context. This makes the results more re-usable 

than compared to a typical WCAG-EM. 

Finally, one theme that seemed to come up was difficulty in setting up the robot. 

While a robot for a certain context could be made accessible, much of the process 

for setting up the robot is not accessible and requires specialized knowledge. 

Granted, there is much that needs to be understood for each robot to make it work 

and the setting up most robots is currently targeted at technical users or admin us-

ers. Yet some effort could be done to make this more accessible so that less tech-

nical people are not dependent on others to have their robot set up. After all, it is 

possible to install operating systems with the use of assistive technology. So, one 

can hope that this may someday be possible with future robots. 
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