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A B S T R A C T   

Fish stock assessment and management requires accurate estimates of fish abundance, which are typically 
derived from echosounder observations using acoustic target classification (ATC). Skilled operators are regularly 
assisted in classifying acoustic targets by software and there has been an increasing interest toward using ma
chine learning to create improved tools. Recent studies have applied deep learning approaches to acoustic data, 
however, algorithm data-preparation strategies (influencing model output) are presently poorly understood and 
standardization is needed to enable collaborative research and management. For example, a common pre- 
processing technique is to resample backscatter data coming from echosounder measurements from the orig
inal resolution to a coarser resolution in the horizontal (time) and vertical (range) directions. Using data values 
derived from the volume backscattering coefficient obtained during the Norwegian sandeel survey, we investi
gate which resampling resolutions are suitable for ATC using a convolutional neural network trained to classify 
single values of backscatter data. This process is known as pixel-level semantic segmentation. Our results indicate 
that it is possible to downsample the data if important information related to acoustic characteristics is not 
smoothed out. We also show that the classification performance is improved when providing the network with 
contextual information relating to range. These findings will provide input to fisheries acoustic data standards 
and contribute to the on-going development of automated ATC methods.   

1. Introduction 

Acoustic surveys are a key component of pelagic fish stock assess
ment and management. Data are typically collected using hull-mounted, 
downward-looking echosounders, which provide echoes from organisms 
in the water-column (MacLennan, 1990). Data variables obtained from 
echosounders can relate to the observed backscatter, such as the volume 
backscattering coefficient, sv, which can be attributed to the target fish 
species. The sv data are integrated over a depth range (echo integration) 
and in accordance with the principle of linearity, is assumed to scale 
linearly to fish abundance (Foote, 1983). Other backscatter data vari
ables such as the mean target strength can then be used to estimate fish 
abundance. Typically, abundance estimates, which in most cases are 
used as a relative index, are along with catch statistics used to param
eterize fish stock assessment models, but some stocks rely solely on 
acoustic-based abundance estimates, e.g. capelin and sandeel. 

A prerequisite to echo integration is acoustic target classification 
(ATC), see Horne (2000) and Korneliussen et al. (2018) for a review. 

This process allocates observed high-resolution backscatter data (dis
played as an echogram) to species (e.g. herring, sandeel, etc.) or species 
groups (e.g. swimbladdered fish, zooplankton, etc.) by defining acoustic 
categories. This allocation has been coined the “holy grail of fisheries 
acoustics” (MacLennan and Holliday, 1996). The most common 
approach is to perform this manually, but automated methods that use a 
software desktop application exist. Typically the observed backscatter 
for the target species is visualized by frequency (Korneliussen and Ona, 
2001; Kloser et al., 2002) and used to aid manual classification. Com
mon software applications for this purpose are Echoview (Hobart, Tas
mania) and LSSS (Marec, Norway; Korneliussen et al., 2016). Such 
manual approaches involve expert knowledge and lead to concerns 
about consistency among operators, hence the need for automated 
methods which are both reproducible and consistent. 

Traditional approaches to the automation of target classification are 
reliant on the characterization of distinct echogram features such as 
schools and layers. In both cases the relative frequency response (Kor
neliussen and Ona, 2002) is an important feature. Information can be 
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extracted from the high resolution sv data (e.g. morphometric features of 
fish schools; Haralabous and Georgakarakos, 1996), by averaging over 
many pings and samples to characterize the frequency response of 
distinct features (regions/layers) prior to classification (Simmonds et al., 
1996), or by combining relative frequency response and morphology 
(Korneliussen et al., 2009). For methods based on the frequency 
response, one common pre-processing step is to downsample the sv data 
from the original resolution to a coarser resolution to ensure that the 
acoustic beams from different transducers cover the same volume 
(Korneliussen et al., 2008). The challenge with these preprocessing ap
proaches is that fine-scale information that could be used to aid target 
classification (Rose and Leggett, 1988) may be lost due to the averaging 
process. 

Modern machine learning methods, e.g. deep convolutional neural 
networks (CNNs), can be used to extract important patterns/features 
from high resolution multi-dimensional data and perform automatic 
end-to-end learning (LeCun et al., 2015). Over the last few years, such 
methods have also emerged in marine sciences (Malde et al., 2019). For 
ATC, approaches were developed to classify the entire echogram (Hir
ama et al., 2017), perform pixel-level semantic segmentation (Brautaset 
et al., 2020) and instance segmentation (Marques et al., 2021) in 
backscatter data, as well as patch-level semantic segmentation based on 
semi-supervised learning (Choi et al., 2021). 

However, no insights have yet been provided into how the averaging 
pre-processing of backscatter data (e.g. Korneliussen et al., 2008) can 
affect the outcome of ATC based on deep learning. Networks that can 
classify echograms (by treating them as images) may be able to learn any 
averaging filter or any other filter that improves classification, provided 
that the depth of the network is sufficient and the size of the filter covers 
enough samples. 

In some instances, auxiliary information that is not part of the 
echogram (or image itself) can be used to further improve the perfor
mance of a network. Among the different available alternatives, 
concatenating extracted features from auxiliary data to the last layers of 
the original network provides a simple and efficient approach, which 
has demonstrated successful results in different domains including 
image classification (Tang et al., 2015), detections of defects for the 
textile industry (Calderisi et al., 2019) and plankton classification (Ellen 
et al., 2019). A network receiving as input groups of samples (i.e. 
patches) from an echogram (e.g. Brautaset et al., 2020) is not provided 
with the range information related to the different patches. To account 
for the range-dependent effect, i.e. that more individual targets may be 
covered as the beam widens by range, the network could be trained 
using the echogram together with information about the vertical range 
(depth) of the sample. It could be of interest to evaluate whether this 
auxiliary information could provide useful contextual information to the 
network about the increased amount of averaging in range that exists 
due to the acquisition. 

The main objective of this paper is to test if resampling resolution 
affects ATC performed with neural networks trained for pixel-level se
mantic segmentation (a pixel referring here to a sample in range for a 
single ping). A secondary objective is to develop a method to include 
auxiliary information (e.g., related to the amount of averaging in range 
due to the acquisition) in such a CNN designed for acoustic data. Based 
on backscatter data from the Norwegian sandeel survey, the following 
three data preparation strategies were tested:  

1. Follow the approach used in Brautaset et al. (2020) to train a CNN to 
classify the observed backscatter using data derived from high res
olution sv (baseline model).  

2. Same as (1) but follow Korneliussen et al. (2008) and resample the sv 
data according to their recommendation prior to training the CNN 
(resampled models).  

3. Same as (1) but add auxiliary information regarding range in the 
CNN in two different ways (auxiliary models). In the first approach, 
we simply add the auxiliary data in the first layer of the CNN and in 

the second approach we integrate the auxiliary data to a later stage of 
the CNN as described in Tang et al. (2015). 

A framework to compare the performance of the three data prepa
ration strategies was developed and non-parametric statistical tests for 
pairs of models were carried out. The goal is to provide input to fisheries 
acoustics data standards for processing data used in modern machine 
learning models. 

2. Materials and methods 

2.1. Echosounder data 

Our test case data were derived from high resolution sv values, dis
played as echograms, provided by the Institute of Marine Research, 
Norway, from the sandeel survey in the North Sea during spring. The 
acoustic data have been collected since 2005 (Johnsen et al., 2017) and 
our study was based on surveys acquired between 2007 and 2018, 
corresponding to the same data used in Brautaset et al. (2020) for 
classifying single values of backscatter data into acoustic categories 
using semantic segmentation. More specifically, the data measurements 
were done using a Simrad EK60 operating at 18, 38, 120, and 200 kHz. 
The ping rates varied within and across years (Fig. A. 1) with mean 
values ranging from 1.25 ping s− 1 to 3.67 ping s− 1. The test case data 
had the highest resolution available from the echosounder output and 
was obtained by averaging over many (EK60-internal) samples to obtain 
an approximately constant vertical resolution of 18 cm across the data.1 

Each sample of the echogram was manually labelled by the same 
operator across the entire period using the LSSS system (Marec, Norway; 
Korneliussen et al., 2016). For the pixel-level semantic segmentation 
process, the echograms were treated as images composed of pixels. As 
done in Brautaset et al. (2020), the multi-frequency sv values that were 
organised into three-dimensional matrices (here denoted as tensors) in 
range, ping and frequency were logarithmically transformed and 
multiplied by 10 to obtain volume backscattering strength values, Sv, 
that were fed into the neural network models after thresholding (see 
Brautaset et al., 2020 for further details). 

In addition to the Sv data, we considered the sample range (from the 
surface) as auxiliary information for the neural networks. 

2.2. Neural network models 

To evaluate whether ATC based on pixel-level semantic segmenta
tion was affected by various data preparation strategies such as resam
pling and the addition of auxiliary data, we set up the following three 
different cases: 1.) Baseline, 2.) Resampled and 3.) Auxiliary. 

2.2.1. Baseline 
We used the same pixel-level semantic segmentation architecture 

proposed by Brautaset et al. (2020), which was based on the end-to-end 
convolutional U-Net model (Ronneberger et al., 2015). This architecture 
took input patches of size 256×256×4 samples; each patch consisting of 
256 samples in the time dimension x 256 samples in the range dimension 
x 4 frequency channels (18, 38, 120, and 200 kHz) obtained from Sv 
values. The output of the network was acoustic category, which had the 
three different factor levels: “sandeel”, “background” and “other”. 

2.2.2. Resampled 
This case followed the same setting as the baseline, but prior to the 

conversion to Sv values, the sv data were interpolated such that they 
shared either a common horizontal (time between pings) resolution or a 

1 The EK60-internal samples of 2–3 cm (depending on frequency) are not 
available to users, but are averaged internally in EK60 to give samples 1/4 
length of the pulse, which in this case was 18 cm. 
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common vertical (range) resolution or a common horizontal-vertical 
grid. Each data point in the new grid was computed as a weighted 
mean of data points from the original grid, the weighting being the area 
of the intersection for the new grid-box with each of the original grid- 
boxes. The resampling process used the AreaWeighted function in the 
Iris Python package (Met Office, 2013). This resampling algorithm is 
first order conservative, preserving the area-weighted total backscatter 
energy in the data. Thus, echo integration of the backscatter data will 
still produce fish stock abundance estimates comparable to those based 
on the original, full-resolution data. The labels, in the form of 
two-dimensional matrices with the same number of samples as the 
original data, were resampled using nearest neighbour interpolation. 

We considered two new horizonal grids with constant ping rates of 1 
ping s− 1 and 0.1 ping s− 1. The new vertical grid had a resolution of 50 
cm. By selecting lower horizontal- and vertical resolutions for the new 
grids we downsampled the sv data as suggested in Korneliussen et al. 
(2008). Resampling horizontally only (2 grids), vertically only (1 grid) 
and both horizontally and vertically (2 grids) led to five new resampled 
Sv datasets as illustrated in Fig. 1. 

By resampling the data to a constant horizontal distance-grid, i.e. 
based on ship-log or GPS, which is equivalent to constant distance 
assuming constant survey speed, the objective was to make multi-ping 
features more comparable, since the ping rate of the original data var
ied across years. Note that in addition to varying number of pings per 
distance due to varying survey speed, a varying ping-rate is also com
mon due to varying bottom-depth. Downsampling to a lower vertical 
resolution of 50 cm across years allowed for input patches containing 
the entire water column in almost all instances during training and 
prediction (as 99.7% of the pings had a seabed shallower than 
256×50 cm = 128 m), without an increase in memory usage. 

2.2.3. Auxiliary 
This case followed the same setting as the baseline with the addition 

of the range auxiliary variable to the CNN using two different strategies. 
First, we simply concatenated the auxiliary data with the multi- 
frequency Sv data to obtain input patches of size 256×256×5 that 
were fed to the U-Net model (Fig. 2a). For that, we turned the auxiliary 
data into a tensor of shape 256×256×1 pixels, where each pixel was 
assigned its corresponding range (i.e. vertical number of samples from 
the surface). This case was denoted as early auxiliary. Second, following 
Tang et al. (2015) we integrated extracted features from the auxiliary 
data tensor at a higher semantic level of the network trained with Sv data 
(Fig. 2b) and referred to this as late auxiliary. To extract meaningful 
features from the auxiliary variable, we utilized a small, separate con
volutional neural network consisting of two layers of 32 convolutions 
with 1×1 kernels (linear projections) followed by a rectified linear 
activation function (ReLU). The number of kernels were chosen for ef
ficiency of execution and to be able to keep the same batch size as in 
Brautaset et al. (2020) during training. This avoided extending the 
training time compared to the baseline case and demanding more 
memory than available for common graphics processing units (GPUs), 
which were used during training. After using the last convolutional layer 
characterized by one kernel of size 1×1, the extracted features from the 
separate network were concatenated to the features extracted from the 
Sv data via the U-Net layers. The concatenation occurred at the level 
before the final convolutional and softmax layers of the U-Net model, 
which computed the vector of probabilities for the augmented output 
allowing the final classification of the pixels. 

When integrating auxiliary data in the U-Net architecture, the 
learning process of the network was more stable when the auxiliary 
variable values were between 0 and 2 or slightly over (we used patches 
of data selected above the seabed and in 95% of the cases the seabed had 
a vertical extension of 500 samples). Therefore, we divided the auxiliary 

Fig. 1. A sample of Sv data (200 kHz channel) before resampling (upper left corner) and after resampling with 5 different grids. The original data patch had 256×256 
samples, a mean ping rate of 3.3 ping s− 1 and a range (vertical) resolution of 18 cm. 
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variables by 256, which was the vertical extent of the input tensor used 
during training. 

2.2.4. Training and evaluation procedures 
To evaluate which data pre-processing strategy would work better 

for ATC based on pixel-level semantic segmentation, we set up a 
framework to better assess whether there were potential improvements 
in the baseline model performance when using resampled and auxiliary 
models. We fixed a common random seed and used the same training 
framework for the different experiments. As no information on this was 
available in the model from Brautaset et al. (2020), we could not directly 
use that model as our baseline. As we had to re-train the baseline, we 
took this opportunity to slightly modify some parameters compared to 
the original paper. 

Consistent with the original paper, we trained the model using a 
batch size of 16 and optimized with stochastic gradient descent, but we 
used a different initial learning rate of 0.005 (reducing this value every 
1000 iterations by a factor of 2) and momentum value 0.95. We used 
early stopping, imposed a limit of training iterations of 10 000 and 
weighted the chosen cross-entropy loss with class weights (“back
ground”=10, “sandeel”= 300, and “other”=250 selected after experi
encing with different value parameters on randomly chosen echograms 
using the baseline model). To deal with the imbalance present in the 
dataset (the number of background pixels greatly outnumbering those of 
the two additional classes) we used the same sampling strategy as 
described in Brautaset et al. (2020). Each trained model was exposed to 

16,000 randomly chosen samples of width and height equal to 256 
selected across the same training years as chosen in Brautaset et al. 
(2020) (i.e. data acquired between 2011 and 2016 and excluding 2012). 
We ran four trials for each of the models, where a different random seed 
was chosen each time (but was common to all the different strategies for 
a given run). This allowed us to check whether the results were obtained 
by chance (consistency of the model). Finally, the predictions were 
averaged before the softmax layer of the U-Net architecture. The ex
periments were implemented using the PyTorch framework on GTX 
1080 Ti GPU devices. 

To assess the ability of the different models to detect the sandeel 
schools, we proceeded as in Brautaset et al. (2020): we computed pre
cision and recall curves per year considering “sandeel” as the positive 
class and “background” together with the “other” class as negative. For 
the prediction implementation, we followed Brautaset et al. (2020) and 
applied the trained models to small overlapping image patches for 
obtaining the classification results at the pixel level. This included a 
post-processing step where all pixels more than 10 pixels below the 
seabed were classified as “background” (to correct for potential mis
classified pixels from the initial prediction, e.g. from false echoes). Note 
that for the baseline and auxiliary cases, the predictions were kept at the 
same resolution as the original multi-frequency Sv data, whereas for the 
resampled cases, we used the same resolution as the interpolated data
sets used for training. 

The precision and recall curves were obtained by considering all the 
pixels from the echograms within a single year. As we used data ac
quired between 2007 and 2018, we obtained 11 curves in total (data 
from the year 2012 did not have the 120 kHz frequency channel and was 
therefore ignored). These curves were used to extract the maximized F1- 
scores (derived from the harmonic mean of both measures) and allowed 
us to compare the performance for pairs of models, considering baseline, 
resampled and auxiliary scenarios. 

3. Results 

From the obtained F1-score distribution by model considering all the 
data from different surveys (Fig. 3), we observed a general improvement 
in F1-score compared to the baseline when training on vertically 

Fig. 2. Network architectures incorporating auxiliary range data. (a) Early 
auxiliary model: the original U-Net network presented in Brautaset et al. (2020) 
was modified such that the auxiliary data was simply concatenated to the 
multi-frequency Sv data leading to an input data tensor of size 256×256 x (4 +

1). (b) Late auxiliary model: the original U-Net network was modified such that 
extracted features from the auxiliary data tensor were concatenated to the 
penultimate layer of the original model. The tensor containing auxiliary data 
was sent into a separate simple network (bottom orange branch) composed of 
1×1 kernel convolutions, each followed by a ReLU activation function. The 
extracted features of size 256×256×1 were concatenated to the features 
extracted from the multi-frequency Sv data (256×256×64). The concatenation 
occurred at a high semantic level of the original U-Net model. 

Fig. 3. Boxplots displaying the F1-score distribution by model considering 
years 2007–2018. Whiskers are positioned according to Tukey’s original defi
nition of boxplots (Tukey, 1977). The red dashed line highlights the median 
baseline F1-score. 
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resampled data. This was also overall confirmed across the years when 
examining the precision and recall curves (Fig. A. 2). When using the 
late auxiliary model incorporating range data, the model seemed to 
further improve (Fig. 3). Resampling to 1 ping s− 1 led to a lower median 
F1-score with respect to the baseline. The models trained on data 
involving a resampling to a common horizontal grid of 0.1 ping s− 1 

yielded clear deteriorations of the F1-score results. The same occurred 
when using the early auxiliary model. For those 3 models (horizontal 
resampled 0.1 ping s− 1, vert.-hor. resampled 50 cm – 0.1 ping s− 1 and 
early auxiliary), the precision and recall curves (Fig. A. 2) consistently 
showed lower recall values than the baseline for all the surveys, except 

the 2007 one. 
One sided Wilcoxon non-parametric tests were performed for pairs of 

models, to test whether the differences in performance seen in the 
boxplots (Fig. 3) were statistically significant. More specifically, we 
computed the differences in F1-scores between reference models 
(baseline and late auxiliary) and the rest of the models across the 
different years using the information presented in Table A.1. This 
allowed us to test whether these differences were significantly larger/ 
smaller than zero. We accounted for test multiplicity by controlling the 
false discovery rate (FDR) (Benjamini and Hochberg, 1995), which is the 
expected proportion of false positives among all rejected null 

Fig. 4. Illustration of different statistical tests carried out using the FDR criterion by choosing a control level of 1/6 (dashed line). The p-values are related to the 
differences in performance between pairs of models and the p-value ranks correspond to the comparisons of pairs of models. For the points below the control level, we 
have statistical significance that we can reject the null hypothesis. 
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hypotheses. The FDR control level was fixed at αFDR = 1/6 such that if, 
for example, 6 out of the 7 null hypotheses in our comparison were 
rejected, we would expect that at most one of these rejections was 
erroneous. The results are illustrated in Fig. 4 and summarized in  
Table 1. The improvement in F1-score relative to the baseline when 
downsampling the data vertically (50 cm) was not statistically signifi
cant (Fig. 4a) although the associated p-value was very close to the 
control level. The results were significantly degraded when using a 
horizontal resampling of 0.1 ping s− 1 or the early auxiliary model 
(Fig. 4b). Resampling to 1 ping s− 1 did not significantly degrade the 
baseline results (Fig. 4b). When using the late auxiliary model, the 
improvement in performance relative to the baseline and the other 
models was also significant (Fig. 4a, Fig. 4c). 

The examination of a few qualitative examples in terms of pre
dictions highlighted that the resampling strategies and the addition of 
auxiliary data generally improved the baseline results, in the presence of 
dense plankton layers near the surface (Fig. 5a, Fig. A. 3a-b). However, 
resampling strategies led to distorted morphology of the predicted 
sandeel schools compared to the baseline (Fig. 5b, Fig. A. 3c-d), some
times missing small schools near the seabed (Fig. 5b), which seemed to 
be less the case with the late auxiliary model. 

4. Discussion 

There are a range of different echosounder settings that may affect 
ATC, like power, ping repetition intervals etc., but the objective of this 
paper was to test whether we could cast the backscatter data into a 
tensor for ATC based on deep learning and evaluate the effect of various 
data preparation strategies on the performance of a model trained to 
detect sandeel schools. This included testing different resampling reso
lutions and the addition of auxiliary data related to the amount of 
averaging in range due to the acquisition. The echo-sounder system was 
calibrated, and the ping-rate was as high as practically possible during 
data collection. In addition, to the best of our knowledge there was no 
crosstalk between channels. The transmit pulse-duration was set to 1 ms 
to maintain time-series. Our results showed that keeping the original 
ping resolution while resampling the data vertically to fit a three- 
dimensional tensor was a viable approach for pre-processing the back
scatter data. In that case, a general improvement in F1-score compared 
to the baseline was observed and the increase in performance was close 
to being statistically significant. Not pre-processing the backscatter data 
but providing the network with contextual information about range, 
statistically improved performance when the auxiliary data was injected 
at a higher semantic level of the deep learning network. These findings 
could have implications when it comes to providing a best practice 

recommendation on how to use standard deep learning frameworks 
developed for acoustic backscatter images. 

Earlier papers have shown that averaging the frequency response 
horizontally and vertically stabilizes the performance (Simmonds et al., 
1996; Korneliussen et al., 2008). Since the convolutions span several 
pings and range bins, the CNN can, in theory, learn any filter (and 
combination of filters), which could minimize the need for manual data 
pre-processing. If averaging is important for performance, it is likely that 
the first layers in the CNN have learned how to average the data prior to 
classification. The need for averaging is likely less important for CNNs 
than for the more traditional approaches and has the added benefit that 
fine scale information may be retained for classification purposes. This 
allows for utilizing fine scale structures, e.g. as those utilized by Rose 
and Leggett (1988), in addition to the coarser (averaged) scales. This is 
the advantage of end-to-end learning where the fine scale patterns in the 
non-prepocessed backscatter data may be utilized simultaneously with 
the coarser scales (since the filters extracting features from the input 
data can learn both scales). 

For a given network size, larger water volumes can be input into the 
CNN by averaging the data horizontally at the expense of reducing in
formation related to finer-scale features. Our results indicated that 
important information related to acoustic characteristics of the detected 
sandeel schools was present at finer scales, since degradation in per
formance became statistically significant compared to the baseline when 
resampling the data at coarser scales. One explanation for the decrease 
in model performance with coarser (horizontal) grid size is that aver
aging at scales approaching the size of typical sandeel schools (median 
height of 21 pixels and width of 6 pixels in the original Sv data) 
smoothed out part of the school signal containing ping-level fine scale 
structures that were important. Indeed, the median width of sandeel 
schools considering all years from 2007 to 2018 was reduced to 1 pixel 
when horizontally resampling to 0.1 ping s− 1 or when resampling both 
vertically to 50 cm and horizontally to 0.1 ping s− 1. For these data that 
were resampled, a larger part of the signal may have been misclassified 
as background. 

Vertical downsampling did not affect the results to the same degree 
and the increase in performance was close to being statistically signifi
cant. The median height of sandeel schools decreased from 21 pixels 
(original data) to 7 pixels when vertically downsampling to 50 cm, 
suggesting that the vertical scale of most features was coarser than the 
range interval (approximately 18 cm). This is somewhat contradictory 
to the findings of Rose and Leggett (1988) that reported that the finer 
structures in range were important for classification, although they 
considered other species than sandeel. Since the survey area was shallow 
(maximum seabed depth in 99.7% of the cases did not exceed 128 m), 
the improved performance may be attributed to the grid covering a 
larger extension of the water column, allowing the network to obtain 
information about absolute location in range (the scale structures ping 
to ping remained preserved). 

Similarly to sandeel, Atlantic mackerel have such a characteristic 
acoustic signature that a network may not underperform despite a 
resampling in the range and/or time directions. For other species like 
herring or capelin, however, the higher variation existing in the sv data 
(Korneliussen et al., 2016) may be important to classify the fish schools. 
Thus, finding the most appropriate resampling resolution to distinguish 
these species from others using deep learning could be an important task 
in the future. 

The original range (vertical) resolution of the echosounder data was 
determined by the pulse duration. When a similar pulse duration is used 
across frequencies, the data can be added to a standardized tensor. In our 
data set, a few years had settings that deviated from the standard set
tings and performing a vertical resampling to the same grid allowed us to 
add all data to the same standardized tensor. For pulse-compressed data, 
e.g. as implemented in the Simrad EK80, the effective pulse-duration 
varies with bandwidth, which means that the number of samples per 
ping will be different between different transducers. Since our results 

Table 1 
Summary of the non-parametric statistical tests when comparing the baseline 
scenario to the resampling and auxiliary scenarios.  

Scenario Statistically better 
than baseline 

Statistically worse 
than baseline 

No worse, no 
better than 
baseline 

Vertical resampling 
(50 cm)   

X 

Horizontal 
resampling (1 ping 
s− 1)   

X 

Horizontal 
resampling (0.1 
ping s− 1)  

X  

Vert.-Hor. 
resampling (50 cm 
– 1 ping s− 1)   

X 

Vert.-Hor. 
resampling (50 cm 
– 0.1 ping s− 1)  

X  

Early auxiliary  X  
Late auxiliary X    
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Fig. 5. Qualitative examples showing the 200 kHz Sv data, followed by the annotated labels and the predictions obtained using different models. Note that for 
visualization purposes the predictions of the resampled models were upsampled to the original resolution. (a) Area with dense plankton layers at the surface and no 
sandeel schools, (b) area with several sandeel schools, with a small sandeel school near the seabed. The “background” class, the “sandeel” class and the “other” class 
are displayed in black, red and green respectively. As the annotations were somewhat coarse and most annotated school regions contained some background pixels as 
well, edge pixels of annotated school regions with low intensity were ignored during training (marked here as yellow). 
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showed that the network performance was not affected by vertical 
resampling, casting the data into a common tensor for easy interfacing 
with standard deep learning frameworks seems reasonable. This will 
also allow backward compatibility between Simrad EK60 and EK80 
data. An alternative to casting the data into a common tensor would be 
to handle each channel as a separate input layer, enabling different 
resolutions to be used. In this case, the time for each ping would have to 
be included as auxiliary information so that the network could be 
designed or learn how to align the pings. 

The strategy to use the grid configuration as an input and include 
range as an auxiliary variable at a higher semantic level gave the best 
improvement in performance over the baseline. Using this auxiliary 
variable provided the CNN with additional information about range 
effects (i.e. data at shallower ranges look less smoothed than at deeper 
ranges), allowing to adjust the initial U-Net predictions. In this context, 
it could be interesting to evaluate whether the proposed approach for 
including auxiliary data would help improving detection of other species 
than sandeel. Another benefit of handling the grid through auxiliary 
variables was that the input data was kept as close as possible to the 
observed backscatter data, such that fine-scale information could be 
utilized together with the coarser scales. Note that for the sake of 
keeping training and evaluation times as close as possible to the original 
U-Net, we chose a rather simple architecture to incorporate auxiliary 
information at a higher semantic level of the network. Simply concate
nating auxiliary and Sv data and use these as input into the network 
statistically degraded the baseline performance. This was probably 
because the combined data were too different from each other to be 
handled with a U-Net network and alternative architectures may be 
taken into account going forward. 

5. Conclusions 

The main conclusions from the work are that: (i) it is possible to grid 
the backscatter data to fit deep learning algorithms designed for acoustic 
classification, (ii) contextual information in range can be important for 
network performance. We have tested this on the sandeel survey data 
and further work would be to test this on other survey time series where 
deep learning models are being developed. The benefit of casting the 
data into a tensor is that a wide range of image-based methods can be 
directly applied on acoustic data, accelerating the development of fully 
automated pipelines and bringing the holy grail of ATC within reach. 
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