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Abstract: In a case study, we transformed the existing learning program Language Shower, which
is used in some Norwegian day-care centers in the Grorud district of Oslo municipality, into a
digital solution using an app for smartphones or tablets with the option for further enhancement
of the presentation by a NAO robot. The solution was tested in several iterations and multiple day-
care centers over several weeks. Measurements of the children’s progress across learning sessions
indicated a positive impact of the program using a robot as compared to the program without a
robot. In situ observations and interviews with day-care center staff confirmed the solution’s many
advantages, but also revealed some important areas for improvement. In particular, the speech
recognition needs to be more flexible and robust, and special measures have to be in place to handle
children speaking simultaneously.

Keywords: social robot; mobile app; e-learning; language education; kindergarten; preschool;
case study

1. Introduction

In the Grorud district of the city of Oslo, up to 80% of the children in the day-care
centers come from a non-Norwegian speaking or immigrant background. These children
often speak a different language at home. This introduces an issue when the children begin
school as they are behind their peers when it comes to Norwegian vocabulary. In spite of
measures to help improve children’s language learning in the Grorud district’s preschools,
about 40% of the children starting school in 2017 needed additional Norwegian language
support [1]. New methods were needed.

One area to improve was building Norwegian vocabulary. The pedagogic staff in
the Grorud district of Oslo developed the “Language Shower” specifically to build the
children’s vocabulary [1]. The idea of the program is to “shower” the children with
Norwegian words every day over a longer period, with the goal to strengthen their oral
and vocabulary skills. Currently, the program lasts one year, primarily targeting children
aged four to six. The program also has a secondary target of the children’s parents, who in
many cases are in need of language training as well. Overall, Language Shower is designed
as a supplement to other language-learning measures in the district’s day-care centers, and
it is meant to be used in a group setting of six to eight children.

The municipality was interested in the possibility of using a social robot to play the
role of the session leader in Language Shower sessions to assist the staff and increase the
children’s engagement. Social robots have recently become popular in a variety of applica-
tions ranging from entertainment to customer expedition to teaching and education [2].
We created a prototype for a robot-led Language Shower to examine how social robots can
enhance and support children’s learning of a second language in three day-care centers in
the Grorud district. The development and trials were carried out as a case study between
autumn 2018 and spring 2021, and the overall objective of the work was to enhance the
Language Shower learning program in the district with a social robot. Our goal in this
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paper is to report how the robot-led Language Shower compared to the original Language
Shower in our case study and document the difficulties and experiences in implementing
the robot-led Language Shower.

Parts of the study reported in this paper were based on a pilot study by Fuglerud
and Solheim [3]. They used a NAO robot [4] in two studies with children with autism
spectrum disorder and with children that were second language learners, observing in-
creased participation and involvement in language learning. Fuglerud and Solheim [3]
recommended investigating the role of the robot in the overall pedagogical approach
and its ethical implications in further studies. Further, the themes of engagement and
participation, the combination of tools, the learning outcomes, the need for better speech
recognition, language issues, the session length and group size, personalization and an
easy to use interface, and technical support are revisited in the current article.

We documented the initial work around this study earlier [5]; here, we go into detail
around implementing the Digital Language Shower, the issues we faced, the actual study,
and the results. The remaining article is straightforward. After the outlining background
and related work (Section 2), we describe the components and content for the Digital
Language Shower (Section 3). Then, we describe how the trials were conducted (Section 4)
and discuss the trials’ results (Section 6). Finally, we conclude the article with possibilities
for future improvement (Section 8).

2. Background

A social robot has been defined as an “. . . autonomous or semi-autonomous robot that
interacts and communicates with humans by following the behavioral norms expected by
the people with whom the robot is intended to interact” ([6], p. 592). Social robots can be
used in a variety of ways in an educational setting for both adults [7] and school children [8].
Examples for children as the target learning group include using social robots as tools for
children’s group work to increase participation and proactiveness [9,10],or enabling remote
attendance, tele-teaching, where students can use an avatar to remotely attend classes and
be present in the classroom [11,12]. Another application of social robots can be as tutors
for stimulating scientific curiosity [13] or improving a child’s engagement, motivation,
and performance in subjects such as learning Sign Language [14]. We examine how social
robots have been used for language education and how our work relates to the previous
work. Then, we examine some of the issues that one needs to consider when designing a
solution that uses a social robot. Afterwards, we discuss the Language Shower concept.

2.1. Social Robots in Language Instruction

An early example of a social robot in language instruction was a humanoid robot
deployed in an elementary school in Japan where children could interact with a robot
during a break after lunch [15,16]. To help reduce the complexity of the interactions, the
children were told that the robot could only speak English. This had the effect that it
motivated the children to learn and use English, which led to the children learning new
English vocabulary.

In many of the language-learning projects, social robots have been used for learning
English, German, Dutch, Italian, Spanish, Japanese, Korean, and Persian [17,18]. There are
not many studies addressing the use of social robots for learning Norwegian, which is a
language used by fewer people, other than the work we build upon [3,5].

Different strategies have been applied for different studies. For example, one study
examined how a robot (a NAO) could help German children aged 4–7 scaffold their second
language learning of English [19]. That is, a robot would provide temporary assistance
(a scaffold) through explanations to train the children in English. If the children could
successfully internalize the knowledge, the scaffold could be removed or adapted to the
next area of training. The robot would also detect flagging motivation (via Wizard of
Oz [20], that is a person observing through NAO), and attempt to re-engage the child.
Not all children completed the training, but the study showed that the robot could often
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re-engage children and that the explanations were helpful to the group of children that
completed the training. This study showed that robots can be useful for re-engaging
training with children to maintain motivation and help in learning the language.

A recent survey [21] examined a number of studies that were performed in Robot-
Assisted Language Learning (RALL). The survey found that robots were often autonomous,
teleoperated, or a combination of both. The robots served many different functions such
as: being a conversation partner, an aid in building vocabulary, grammar, pronunciation,
reading comprehension, writing clarity, or assessing language ability. Often, the robot
helped with vocabulary building (especially for a second language) or as a conversation
partner. The robots had different forms: human-like, animal-like, or machine-like, and they
often took the role as an assistant to the teacher or a peer or tutor. Often, the learners in
the studies had increased motivation and interest in language. However, the survey found
limitations: the robots were normally limited to a few sessions; the context was mostly
children in the classroom in Asia; the statistical power of the studies was low. Our Digital
Language Shower follows a similar setup, building vocabulary as an assistant, and it adds
an additional context of Norwegian day-care centers (a younger group than what was
examined in the survey).

Another review [22] examined social robots for language learning, including studies
focusing on word learning in preschool and young school-aged children. The review
included 33 studies, 13 of them focusing on word learning, and considered them related to
learning outcome. Regarding learning outcome, the review concluded that the learning
gains were similar for social robots and human teachers. The learning gain seemed to be
generally low in most of the studies since, as the survey [21] above, the research design
of many studies only included one session. The review also considered effects, such as
effects on the learners’ motivation, the novelty effect, and social behavior. There appeared
to be positive effects of social robots on learning-related emotions, but the novelty effect
was often not considered in the reviewed studies, while other studies that did run longer
reported a declining interest as time progressed.

From the review and survey, it appears that at least some results on learning-related
emotions and learning gains might stem from the initial excitement (or novelty) of using
the robot. Regarding social behavior, the existing evidence with respect to social robots
seems to be mixed, as it could increase children’s engagement in learning tasks, as well as
distract them from learning. Still, there are a variety of issues to consider when using a
social robot for language learning.

2.2. Issues and Challenges in Using Social Robots for Language Learning

One issue to consider when using social robots is the role the robot should have in the
instruction. Determining and assigning roles in Human–Robot Interaction (HRI) has often
been a complex and dynamic process [23]. One study reported that children seemed to
learn better when a NAO robot played the role of a peer instead of a teacher [24]. In other
studies, robots acted as teaching assistants in the classroom. For example, RoboSapiens
assisted teachers for five weeks in an elementary school when they read stories using
different voices, led recitals, provided friendly feedback, gave quizzes, and moved when
students asked [25]. Similarly, a NAO robot was used with some children to read out
vocabulary words with pictures shown on slides behind it and pantomimed the meanings,
while also providing entertainment such as singing and dancing [8]. The results of the study
showed that students learned faster and learned more words, compared to a control group.

Once a role is settled, another issue can be how to structure the interaction. The
structure can consist of several elements. Should a session be a group or a one-on-one inter-
action? One-on-one interactions provide better opportunities for tailoring the experience
to the child, but there are also benefits to learning in a group environment. One also needs
to determine the optimal length of sessions, the number of words that should be taught
per session, and the optimal age group for using robots. It is also important to consider
how learning outcomes can be measured before, during, and after the robot session.
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Another issue to consider is how the robot should behave socially during the in-
struction. A robot that behaves more seriously than playfully may fit better for serious
tasks [26]. Although social behaviors can be effective at engaging students, they can distract
children [27]. Furthermore, positive effects have been observed when personalizing the
behavior of two autonomous robots that acted as learning companions for children [28].

One challenge mentioned often in studies and reviews was Automatic Speech Recog-
nition (ASR) for children [3,17,18,21]. Word recognition of children’s speech in current
solutions was two- to five-times worse than adults’ speech [21]. Others have examined
issues surrounding child speech recognition in the human–robot interaction context [29].
The study examined how microphones and noise from the robot (an earlier version of NAO)
and the surrounding area affected the recognition. Overall, better microphones raised
the rate of recognition significantly, but it required that the audio be normalized before
recognition, something that happened in the robot’s built-in microphone automatically.
The additional noise of the robot’s servos did not seem to affect the recognition rate. Ulti-
mately, the study noted that some larger issues exist including that most speech-recognition
engines are trained on and expect an adult voice instead of a child’s voice and that there
is, in general, a much larger corpus of adult speech available for training. Although there
have been improvements in the technology since these articles, we encountered issues as
we developed the Digital Language Shower as well.

Aware of some of the issues raised in the previous research, the L2TOR project [17]
had the goal of creating a second language tutor using a social robot for children ages
five and up. The project documented several different aspects that should be considered
when developing such a solution. These aspects include pedagogical issues such as what
words to teach, what ages to target, and how many words to teach. Other aspects were
in child–robot interaction such as how to introduce the robot, the interaction context, the
robot’s nonverbal and verbal behaviors, how to give feedback, and the importance of
customizing the lessons to each child.

Then, the L2TOR project applied these guidelines and ran a study that examined how
a NAO robot and tablet compared against only a tablet for teaching English words to Dutch-
speaking children [30]. The tablet was used as a medium for the robot to communicate with
the children to avoid issues with ASR. One-hundred ninety-four Dutch children between
the ages of five and seven were split into groups that had seven lessons one-on-one with
either a robot and tablet, a tablet only, or no technology. The robot group was further
divided into groups where the robot used gestures to pantomime the words and one that
did not. The study found that children could retain the words they had learned from the
robot at the same level they could with a tablet and that there was no difference between
groups where the robot used gestures or did not.

2.3. The Language Shower Concept

The original Language Shower was developed by the pedagogic staff in the Grorud
district of the city of Oslo [1] and is based on research from children’s language develop-
ment in school and preschool. It contains of a set of Norwegian words that the children
are supposed to know when they start school. The entirety of words is split into topics,
such as the human body, my family, home, and clothing. A typical week with Language
Shower consists of one daily session lasting 15 min with groups of six to eight children and
one or two staff. The program follows a basic two-week schedule: during the first week
(five days), roughly ten new words are introduced and learned, and during the second
week, these words are frequently repeated and used in various tasks. This pattern is then
repeated with different words and topics.

Each word is accompanied by a picture, such that for instance “hand” comes with
a picture of a human hand as a visual aid. The staff (both pedagogues and other adults)
controls which pictures are shown, explain words and tasks, and evaluate answers and each
child’s performance. The program also provides different tasks related to the words, such as
multiple-choice questions, mind mapping with synonyms and antonyms and other related
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terms, comparisons, clapping, and rhymes. The original version of Language Shower
started with pictures presented on sheets of paper, but there was also an implementation
in PowerPoint where the pictures were shown on a wall by means of a projector connected
to a tablet PC.

3. The Digital Language Shower Solution

We transformed the existing Language Shower to a new digital format with a tablet
app and an optional robot. We tried to follow the original learning program as closely as
possible (with certain modifications to exploit the possibilities that the novel combination
of app and robot gives). There were several reasons for this:

1. The original program was revised multiple times to incorporate experiences during
daily use in day-care centers.

2. Keeping similarities between the old and the new format would make it easier to
identify those factors that are potential causes for differences in learning.

3. We wanted a solution where control remains with the pedagogic staff.
4. Finally, we then could reuse a number of pictures and tasks from the existing Lan-

guage Shower, giving a more efficient content development.

The entire project started with a small-scale pre-project in autumn 2018 to assess the
maturity of the technology [3]. Early in 2019, we conducted interviews and focus groups
with (ordinary) staff from the day-care centers, the district’s pedagogues and experts
for language training, as well as parents, 14 parents in total, both with and without an
immigrant background. The notes from the conversations were then structured (by a single
researcher), analyzed in order to derive underlying requirements, which were in turn
divided into user requirements and functional requirements. The suggestions included to
make provision for a dialog between the children and robot and to include game elements
to increase the children’s motivation. The interviews also reinforced the need to involve
the children’s parents in the language teaching as the parents are crucial for maintaining
the children’s motivation at home. We observed through the interviews that many of the
parents needed to learn or improve their own Norwegian skills.

The Digital Language Shower consists of an app for smartphones or tablets and a
social robot. Both are interconnected. The software development was carried out in two
major iterations: A beta version of the app and the robot were tested in a limited pilot in
early 2020. The suggestions for enhancements from the trials were implemented along
with bug fixes and new features before the main trial in autumn 2020 and complemented
with all necessary content. This resulted in the final version.

Previously, we gave a short outline of the solution and its components in a late-
breaking report [5]. We now present a detailed explanation of the content, the app, and the
robot, starting with the Digital Language Shower requirements.

3.1. Technical and Functional Requirements

Finding the appropriate set of requirements was an involved process since there were
multiple target groups:

1. The children in the day-care centers;
2. Their parents and families at home;
3. The pedagogical staff.

In addition, there were security and privacy aspects to take into account, as well as
the existing pedagogical framework, as detailed further below.

It was viewed early on as beneficial to combine the functionality of the app with the
robot for several reasons. First, there needed to be an additional means to show the visual
cues of the words the children were supposed to learn. Second, the children’s families
would not have a robot at home, but the availability of a smartphone is common in Norway.
Third, learning can continue using the app regardless of whether the robot is connected
or not (especially in cases of a poor network connection). This also neatly addresses the
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principle of progressive enhancement, where the app provides the basic learning experience
that is further enhanced by the robot if it is available.

Next, there were requirements from the day-care center staff. In practice, unexpected
situations can easily arise, such as children talking simultaneously, touching the robot, and
children who require extra attention, leading to the requirement of a nonautonomous robot.
Last but not least, the app could take over both the tasks of a content server and monitoring
of the learning progression, as explained in Section 3. This removed the need for external
dedicated servers and thus reduced the solution’s complexity, costs, and maintenance
efforts quite a bit.

An easy-to-use and cost-effective app appeared to solve all the aforementioned de-
mands.

3.2. Content

This section explains the details of the content, including the learning program and
pedagogical concepts. By content, we refer to media files, such as images, sound effects,
music, speech, choreographed robot movements, other robot instructions, and descriptions
of how these media files are organized, interconnected, used, and presented. Content is
both a representation and a description of digital assets for learning and, therefore, fills the
app and the robot with “life”.

3.2.1. Course Structure and Modalities

The Digital Language Shower program was designed as a course that is subdivided
into course modules, also referred to as topics. The topics are, in turn, a compound of
lectures. A lecture consists of learning units. The semantic description of modules, topics,
lectures, and learning units is stored in one file in JSON format. The content file contains
the instructions for both the app and robot, and it points to where the media files for images
and audio are stored in the file system. Each semantic element holds a unique ID. The
description also specifies the achievable score for each learning unit.

A lecture’s maximum score is the sum of scores for its learning units, and a module’s
maximum score is accordingly the sum of scores of the module’s lectures. It is further
possible to specify a minimum-score requirement for entering a module or lecture, com-
bined with particular content IDs; otherwise, access to the lecture is locked until the score
is achieved. This mechanism controls the order for accessing content and links this to the
user’s learning progress.

All learning units have in common that the user actively must choose to continue,
e.g., by pushing a button. However, depending on the specification of the learning unit,
this choice may not be available without an answer, or before, say, a playback button has
been pushed.

A learning unit may contain descriptions of alternative content called modalities,
which are the most basic logical structures. The learning goal of a set of associated modal-
ities is identical, but the learning means or measures typically differ. In this work, we
developed two modalities for the content:

1. App-only;
2. The app in combination with the robot.

The first modality describes the learning means for situations without the robot, such
as at home, or when the robot and app are not interconnected, while the second modality
enhances the lectures with the robot, i.e., targeting day-care centers.

3.2.2. Learning Unit Types

We developed three basic types of learning units:

1. A plain narrative (listen or watch);
2. A multiple-choice question;
3. A word collection.
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Figure 1 shows how these are displayed in the app. A basic characteristic of the
learning units is whether they provide for one-way communication of knowledge or
two-way interaction.

Plain narrative units (Figure 1a) imply no interaction. In the app-only modality, a plain
narrative unit typically means the display of an image and a piece of text or the playback
of an audio file, containing for instance the pronunciation of a particular word. Using the
app in conjunction with the robot, the same image is shown in the app, accompanied by
the robot telling a story or playing a song and dancing. Regardless of the modality, the key
element is the image, which is supposed to trigger the children’s associative abilities.

A multiple-choice unit (Figure 1b) depends on interaction, that is somebody answering
the question. The app displays one or several images as a visual clue and, in the app
modality, a textual question with two or multiple answering options as buttons. In the
modality of the app and robot, the app shows only the image, and the robot takes over the
dialog, i.e., poses the question and awaits the answer. Here, it is up to the content producer
to specify how many times a question can be answered. In our study, we chose three trials
for all oral multiple-choice questions. As an answer is given, the robot replies with what
it has understood first and whether the answer was correct. Thereafter, as long as it still
accepts more answers, it responds “Again”. Should the answer still be wrong, the robot
says the correct answer and gives a few comforting words. A correct answer is awarded by
the robot with a victory position, a little dance, clapping, or another funny move. In the
app-only modality, it is only possible to answer once.

A word collection unit (Figure 1c) also relies on user interaction. The app displays a
set of images, one at a time, typically with words to be repeatedly trained. In the app-only
modality, there also is a set of buttons, one for each word, and the user has to press the
right button of the currently raised image. In the app and robot modality, the robot asks
for the word of the current image and evaluates the answer. The images shift after each
answer, and the entire unit is finished after the last image has been presented. A word
collection unit differs from the other units in that each wrong answer leads to a reduction
in the score, but the score cannot go below zero.

(a) Plain narrative (b) Multiple-choice question (c) Word collection

Figure 1. Screenshots of tasks/learning units in the app.
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3.3. Pedagogical Aspects

We produced content for a six-week learning program in total: two weeks with the
topic “Clothes” and four weeks with “My body”. In terms of word count, this implied
respectively 10, 11, and 12 new words in the word introduction weeks, each of which was
followed by a repetition week.

We further extended Language Shower with a couple of new elements: There is a
module called “The robot” with three lectures. In the first lecture, the robot says hello,
and this lecture can be played the very first time the children meet the robot or when a
session is started. In the second lecture, the robot pretends to just have woken up, plays
back the opening song, and dances. The opening song is supposed to be played before
each Language Shower with the purposes to put the children in the right state of mind.
The last lecture contains an ending sequence where the robot waves and says goodbye.
This one is supposed to be played at the end of each language-learning session, for the
children to more easily accept that the session is over.

When there were not enough tasks in the original Language Shower, we added new
content (five to eight tasks), with the goal to fill approximately 15 min for each session.
We tried to vary the tasks as much as possible within the framework given by the original
Language Shower program. In addition, the robot’s moves, lights, audio, and phrases were
randomly changed to achieve more variation. For example, the sentence the robot says
to comfort students when an answer is incorrect has over six alternatives, which should
minimize the effect of the robot repeating itself every single time. Finally, we also added
one dance every other week, including appropriate moves and light effects. The music was
purchased from professional producers.

A day where a new word was introduced started with a repetition of words learned
earlier in the week (except on the first day of each week). Then, two to three new words
were introduced, and each new word had a combination of a multiple-choice question
(“what do you see here”) followed by a task to make a mind map for this new word. The
mind map task is implemented as a plain narrative unit and solved by the group while
the robot waits. The mind map activity relies heavily on the staff’s guidance. Typically,
the remaining tasks consist of pronouncing the words’ first letter, clapping syllables, and
finding rhymes. This is followed by associative tasks regarding color (“red shirt”), count
(“three fingers”), size (“large legs”), position (“bottom left”), comparison to related phrases
(“yellow like cheese”), and so on.

A repetition day starts with a word collection containing all words introduced during
the week before. After this task, the focus turns to two to three selected words from the
collection. A typical activity here is to go through the mind map for each word again and ex-
pand the map. Following this task, more tasks with associative and interactive activities are
performed. The tasks here are typically more difficult than during the introduction week.

3.4. Robot Instructions

The content file also contains robot instructions, either a single instruction or a se-
quence of instructions, such as:

1. Raise left arm;
2. Play back a sound;
3. Then, say “correct”.

As a movement can happen concurrently with audio and speech, almost any robot
behavior can be described by an instruction set such as this. During the execution of a
learning unit, the app splits a series of instructions and sends the robot single instruction
messages. See Section 3.7 for a description of these.

An annotated example of a lecture description is given in Listing 1 with a plain
narrative unit that consists of two modalities. The example shows Norwegian texts only,
but in general, each piece of text must be specified in all available languages. As speech is
always in Norwegian, no further language specification is currently needed.
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Listing 1. An example description of a lecture.

1 {
2 ID: "f9819e7f -d30d -4e84 -adff -ad5c618e37ce", // unique ID
3 Title: [
4 {
5 Language: "no", // Norwegian
6 Text: "Ha det" // "See you"
7 }
8 ],
9 Description: [

10 {
11 Language: "no", // Norwegian
12 Text: "Roboten vinker og sier «ha det»." // "The robots waves and says ’

see you ’."
13 }
14 ],
15 Illustration: "robot -waving.jpg", // image illustrating the lecture
16 Requirements: [], // here , no requirements to enter lecture
17 Units: [ // list with learning units contained in this lecture
18 {
19 ID: "d58e46ff -88ec -46d2-ae41 -bf0ebe5584d3", // learning unit ID
20 Score: 0, // maximum score
21 Modalities: [
22 { // description for combination of robot and app
23 Type: "narrative: robot + still",
24 Still: "robot -talking.jpg", // image shown by the app
25 Instructions: [ // for the robot
26 {
27 Type: "monologue", // robot doesn ’t wait for answers
28 Audio: "gameover -magical.mp3" // playback in robot
29 },
30 {
31 Type: "monologue",
32 Speech: "Okei , nok for i dag. Da ses vi kanskje en annen gang?" // "

OK , that ’s it for today. See you next time!"
33 },
34 {
35 Type: "monologue",
36 Speech: "Ha det bra , ha det bra alle sammen.", // "Good bye ,

everybody"
37 Gesture: "Greeting" // the robot ’s movement
38 },
39 {
40 Type: "monologue",
41 Speech: "Sånn. Da kan jeg gå og sove litt." // "Now I think I’ll go

and sleep"
42 },
43 {
44 Type: "monologue",
45 Audio: "yawn -long.mp3"
46 }
47 ]
48 },
49 { // description in case of app only (no robot)
50 Type: "narrative: text + still",
51 Still: "robot -waving.jpg",
52 Text: [
53 {
54 Language: "no",
55 Text: ’Okei , på tide å si "ha det"! Vi ses neste gang ...’ // "OK ,

good bye for now. See you next time!"
56 }
57 ]
58 }
59 ] // end of modalities
60 }
61 ] // end of learning units
62 }
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3.5. Mobile App

The municipality required that the app run on the Android and iOS operating systems.
It was thus decided to implement the app as a Progressive Web Application (PWA). Thus,
the app can run on many smartphones, tablets, and PCs with a variety of screen sizes and
orientations. PWAs are also great for rapid development and deployment.

The app consists of three main views (not counting the Settings and About views):
list of course modules (topics), module/list of lectures, and lecture/learning units. As for
now, there are the three topics: Meet the teacher, Clothes, and Your body. A single lecture
corresponds to one Language Shower session, i.e., the children are supposed to go through
one lecture each day, or—in turn—the learning units contained in a lecture. An example
for a lecture is: “New words: Underpants, boxer”, and “Repetition: All previous words,
particularly sock, tights”. During a lecture, the user navigates from learning unit to learning
unit by pressing the Next button in the screen’s lower-right corner.

The connection parameters to the robot can be personalized in the settings of the
NAO. When the robot’s chest button is pressed, it speaks its IP address, which, in turn,
can be entered in the respective field in the app’s settings. This is followed by an internal
handshake between the app and the robot. If the handshake is successful, the robot icon in
the app’s lecture view will turn green.

The app also provides some gamification elements in the user interface. The lecture
and course module scores are shown as the user has finished a lecture and also later in the
lecture listings and module listing. Some graphical user interface elements slide in and out
of view in an animated, dynamic manner and are accompanied with sound effects. Correct
answers produce a bell sound, and incorrect answers produce a buzzer sound.

3.6. Monitoring Progress

After a learning unit is finished, important key parameters that measure the user’s
progress are collected and stored as a progress report inside the app’s internal database in
xAPI format by the Advanced Distributed Learning Initiative [31]. These measurements
include starting time, unique user ID, unique learning unit ID, ending time, score, and
maximum score. Hence, each progress report corresponds to a single learning unit and
summarizes who has done which learning unit, when, for how long, and how successful
the progress was. The app uses the database to keep track of which lectures a user already
has done, and the scores for lectures, modules, and courses so far. As scores already
achieved elsewhere can be retrieved, it is possible to control which lectures, modules, and
courses should be available to the user based on earlier progress.

In the trials discussed in Section 4, the progress report was also sent to an external
database called the Learning Record Store (LRS), which was hosted on our servers so that
we could track the progress remotely. As a side note, these progress reports allow for
the possibility to track users’ learning progress and to analyze the content for potential
weaknesses. This was not part of the current project.

3.7. Robot

The project used two NAO 6 robots that were semi-autonomous. That is, the robot
would receive instructions from the app, perform its actions autonomously, and then wait
for the next instructions. When building our version of Language Shower, we had to
determine how to best use the robots’ speech capabilities and how to control the robot
through the app.

3.7.1. Speech Recognition and Speech Pronunciation

From the factory, NAO has the capabilities of speaking and understanding English,
but one can install a Norwegian voice and speech recognition software. Given the voice
that it uses, we assumed that the voice technology was based on Acapela’s system. NAO’s
Norwegian pronunciation is not prefect, but it has improved from previous versions and
is considered usable. Fortunately, it is possible to adjust the pronunciation by adjusting



Multimodal Technol. Interact. 2021, 5, 74 11 of 25

the text to be pronounced. We tried Acapela’s tags for controlling NAO’s speech [32], but
they did not seem to work. Eventually, we adjusted the regular text, including using accent
marks, splitting words, and adding punctuation in creative ways to obtain an acceptable
result. For example, the robot pronounced the location name “Grorud” as [groru’-], but
it should actually be pronounced [gro:’ru-]. We adjusted the input text to be “Grô Rud”,
which is close enough. In other situations, we could not get the robot to pronounce the “s”
sound correctly, and had to adjust the word accordingly. We recognize that this technique
is fragile and could break upon updates to the speech synthesis software [33]. However,
this was the best we could do with the current setup and limited time for development.

As mentioned in Section 2.2, we ran into limitations with NAO’s built-in Automatic
Speech Recognition (ASR), which was lacking sufficient documentation for Norwegian.
NAO’s Norwegian speech recognition could not understand words that were not in its
dictionary, such as names. This limitation ruled out some simple dialogues. For exam-
ple, the following construction would not be possible (emphasis added for word not in
the dictionary):

Child: “Hello, Robot. My name is Suleiman.”
Robot: “Hello Suleiman.”
This dialog would not work because the name Suleiman was not in the dictionary. It

may have been possible to add these names, but there was no documentation for this.
Further, the ASR had difficulties distinguishing between simple words. For example,

the Norwegian en (one) was misinterpreted as fem (five); occasionally even clearing one’s
throat was misinterpreted as “five.” We considered lowering the confidence threshold for
the recognition, but this even worsened the quality of the recognition.

We addressed this challenge by working with an expert from our project partner Inno-
com, who implemented a solution using Google’s Speech to Text service. This introduced a
small delay, as speech was sent to Google’s service for processing before the recognized
text was returned. Our tests showed that the delay was negligible in most situations. There
were also issues with Google’s service, which we detail later.

3.7.2. Controlling the Robot and the Language Shower

To address the requirement for progressive improvement of the learning experience, it
was decided that a pedagogue would control the Language Shower session through the
tablet app. That is, the robot imitated the session leader, but it presented the instructions
sent from the tablet app controlled by the pedagogue who actually led the activities. Due to
this dependency between the tablet app and speech recognition, the robot always needed
to be connected to the network. In our study, we used an internal network at the day-care
centers for the robot and the app.

The robot was connected to the app using the WebSocket protocol [34]. After the robot
had received its IP-address from the router and this address was added to the settings
dialog in the app (Section 3.5), the app would send the robot one instruction at a time. The
robot would then send a confirmation that it had completed the instruction before the next
instruction was sent. The instructions were formalized in JSON, and the communication
served as an API between the robot and the app.

Listing 2 shows a message from the app to the robot, and Listing 3 shows the corre-
sponding response from the robot to the app. The most important fields in Listing 2 are:

1. Speech (Line 10): what the robot will say;
2. Gesture (Line 11): how the robot should move;
3. Light (Line 12): control the lighting effect in the robot’s eyes;
4. Color (Line 13): control the color of the robot’s eyes.
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Listing 2. An instruction from the tablet app to the robot.

1 {
2 "Title": "NR Tutor: App", // Message from the app
3 "Version ": "0.9",
4 "AppID": "...",
5 "DateTime ": "2018 -11 -13 T20 :20:39+00:00" ,
6 "DeviceID ": "..." ,
7 "Request ": "Directive", // Type of instruction
8 "ObjectID ": "6db6 ...611e", // Instruction UUID
9 "AnswerRequired ": false , // No interaction required.

10 "Speech ": "Hello everyone , I am Robbie", // Words to say.
11 "Gesture ": "winner", // The gesture to perform.
12 "Light": "blink", // Effect for the eyes.
13 "Color": "\# ff0000" // The color the eyes should have.
14 },

Listing 3. Confirmation response from the robot to the app’s instruction in Listing 2.

1 {
2 "Title": "NR Tutor: Robot", // Message from the robot
3 "Version ": "0.9",
4 "AppID": "...",
5 "DateTime ": "2018 -11 -13 T20 :20:39+00:00" ,
6 "DeviceID ": "..." ,
7 "Response ": "Directive",
8 "ObjectID ": "6db6 ...611e", // Instruction UUID app sent
9 "Done": true // Robot done with the app ’s instruction

10 },

The NAO’s actions were programmed using Choregraphe [35]. Using the program,
we created a content package, installed it on all the NAOs, and configured the package
to start automatically. The package contained the code for the robot’s actions and the
WebSocket client. The robot does not perform any actions until it receives instruction from
the app. If no instructions are received after ten minutes, the robot will go into its resting
(crouch) position to save the battery and reduce wear on the servos. One could also change
the robot into this position by touching the back of the robot’s head.

There were some additional challenges with the specific version of NAO we used.
NAO runs its own custom version of Linux (based on Gentoo), which could cause issues
when adding additional software. Our version of NAO and Choregraphe used Python 2.7
as the interpreter. Although this version of Python was supported when the NAO was
originally released, it is no longer supported [36] as of today. This raised issues when we
wanted to make the solution more secure and robust, as follows.

One specific issue arose while trying to implement the Transport Layer Security (TLS)
for the solution. Since the app and robot communicate together, it is good practice to run
the connection over TLS to ensure the robot is talking to the correct app and the app is
talking to the correct robot. Unfortunately, it was difficult to add certificates to the robot’s
certificate store as the required encryption algorithms were missing. As a result, it was
not possible to complete a TLS handshake between the robot and the app. Ultimately, the
attempt was abandoned due to a lack of time. We instead focused on improving security
by running the robot on a closed network.

Another issue came with the older version of the tornado library, where its WebSocket
implementation did not handle the case of being unexpectedly disconnected correctly.
There were features implemented in later versions of the library, but we could not upgrade
as it was used by other parts of the system. It might have been possible to build a
custom version of Python with the correct libraries, but this would have added additional
complexity in how to communicate between the different Python processes. Again, we
had to abandon this due to time limitation and came up with the send-and-confirmation
protocol to add additional robustness to the solution.
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4. Trials

There were two trials of Digital Language Shower. In both trials, the app was supposed
to be tested also by a group of parents. Unfortunately, this proved difficult to achieve due
to circumstances related to the COVID-19 pandemic. It was, thus, decided to drop the
trials with parents and focus on the day-care centers instead. All trials were registered and
approved by the Norwegian Center for Research Data in advance.

4.1. Pilot (with the Beta Prototype)

The beta versions of robot and app were tested in a pilot trial, which was limited to
a single group of six to eight children (with a day-to-day variation in size) and two staff
in a single day-care center over a period of six days early in 2020. Only the words from a
single Language Shower topic were introduced. The recruitment of a small population of
children with an immigrant background was organized by the day-care center. The beta
version was a proof of concept and, thus, subject to many potential improvements. It is
stressed that the focus in the pilot was on getting the app and robot to work seamlessly
together and few observations were planned, without a systematic analysis of the learning
experience and without quantification of the learning impact as in the main trial.

As outlined in Section 3.5, a Language Shower session lasted approximately 15 min,
and its progress was controlled by the pedagogic staff. Researchers observed the session
and how the children, staff, app, and robot interacted. They took notes, pictures, and videos
and interviewed three of the staff after the children had left. The observation and interview
notes were analyzed, structured, and turned into requirements for further improvements
of both the robot and app.

4.2. Main Trial

The main trial was conducted with the improved Language Shower over a period
of six weeks in two day-care centers in the Grorud district in autumn and winter 2020,
covering words from the three Language Shower topics presented in Section 3.5. As with
the pilot, the recruitment of children was organized by the day-care center. In order for
the participating testing groups to be sufficiently large, we had to accept a high degree of
heterogeneity in age (3–6 years), language skills, as well as cultural and other backgrounds.
A few days before the actual trial, the staff received a demonstration of how to handle the
app and robot, and they were given a detailed instruction set and schedule for the lectures.
None of the children had been exposed to Language Shower earlier. Some of the staff had
some experience with this program.

To measure the robot’s impact in an objective manner, we planned a quasi-experimental
design with one Robot Group (RG) and one Control Group (CG) per day-care center. There
were four groups in total: two RGs and two CGs. The robot groups should use both the app
and robot, while the control group would go through Language Shower in its original way.
We had planned for seven children per group, twenty-eight children in total, but this num-
ber was eventually reduced to twenty due to illness, no-shows, and other circumstances.
For instance, some were kept at home due to the pandemic situation, and others turned
out to be simply too shy to participate. All children had an immigrant background. The
distribution of children per day-care centeris shown in Table 1 and per group in Table 2.
Both genders (eleven female, nine male) were represented.

The children’s progress in language skills was measured in a pretest and a post-test.
Each test counted the number of words that a child was able to recognize and say aloud,
once before the trial and once after. Each participating child was shown thirty-three small
cards in total, one at a time, with pictures of words from Language Shower. The entire
session was carried out in an informal and playful manner so that the children did not
experience the session as a test. The pretest was conducted one week before the trial,
whereas the post-test, which originally was planned for the week after the trial, had to be
postponed by a few weeks due to the COVID-19 pandemic. The final time between the
tests was 10 weeks. The delay affected the groups equally and therefore did not have an
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effect on the comparison across groups. One boy showed great progress during the trial
and took the pretest in English and the post-test in Norwegian; this was considered as
valid data.

Table 1. Distribution of gender and trial groups over day-care centers.

Girls Boys Robot Group Control Group

Day-care center A 7 5 7 5
Day-care center B 4 4 2 6

Sum 11 9 9 11

Table 2. Distribution of gender between trial groups.

Girls Boys Sum per Group

Robot Group 6 3 9
Control Group 5 6 11

Sum per Gender 11 9 20

There were two further methods of data collection: observations and interviews. We
wanted to get a first-hand impression of the new Language Shower, to become familiar
with the children’s learning experience and the staff’s user experience, and to note down
any technical difficulties (and solve critical ones). We therefore observed the children in
situ. We had 13 observation sessions with all RGs and CGs in both participating day-care
centers. Most of the observations were performed during the first and the last week of
the trial. We expected excitement during the first week plus some potential technically
critical challenges that needed to be solved. By waiting as long as possible between the first
and final observation, we anticipated we would capture the biggest difference in the staff
and children’s interaction pattern. Due to the circumstances of the COVID-19 pandemic,
three observations were conducted remotely, i.e., by video conferencing. This reduced the
quality of the observation somewhat. The observations were noted down in writing and
further enriched with pictures and videos.

Furthermore, we performed interviews with four of the pedagogic staff who con-
ducted Language Shower for both RGs and CGs at the participating day-care centers. The
interviews were semi-structured and conducted—due to budget limitations—by a single
note-taking researcher, who was guided by a number of predefined questions. Both the
notes from the observations and interviews were then subject to a thematic analysis [37],
which was carried out in a joint manner by the same researcher—again, due to a tight
project budget—to identify recurring topics and threads.

5. Results

In the following, we detail the findings from the different trials.

5.1. Pilot Results

The app was tested and worked satisfactorily under lab conditions. However, at the
beginning of the pilot, we had to solve several unexpected connectivity challenges, as
connection to and from the robot was blocked by network firewalls at the day-care center.
The situation was further complicated by the tablets being configured to connect to multiple
networks and automatically hopping to a different network with a stronger signal. As a
consequence, the robot and tablets could suddenly be on different networks when signal
conditions changed, with the connection between the robot and tablet suddenly blocked by
a firewall. The remedy was to restrict the robot and tablets to a single network and open
the port in that network’s firewall for communication between the tablet and robot.
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Subsequently, we discuss selected observations and topics encountered in interviews.
An exhaustive listing of all observations and interview quotes is outside the scope of this
work. We observed for instance that the staff were confused about how the robot was to be
used, and this led to the app’s how-to section being extended and partly rewritten. Another
example was that the solution was developed using Android tablets, but the day-care
centers used iPads; as a result, the playback of audio files in the PWA did not work on
iPads. We solved this by re-encoding the audio to a common format for both platforms. It
was also observed that the robot often classified answers as wrong, even though they were
correct. The remedy here was to incorporate many more possible answers into the list of
correct answers and to loosen the checks for correct answers.

The staff, in general, had a critical view towards Language Shower, which at that point
was not conducted on a regular basis. In spite of the critical view, they commented that the
program appeared to work well and that the robot seemed to be “an exciting element of
fun” in the language-learning process. The staff particularly liked how the robot could be
controlled by the app.

At the same time, the staff was concerned about how to ensure that answers were
marked correctly. The robot would play an audio signal to indicate it was listening for the
answer, but it was common that the children (often, many at the same time) would answer
the question before this signal was played. This led to many situations were the ASR was
not able to detect what had been answered, and consequently, the robot stated the answer
was wrong. Another topic was group size. The staff was concerned that a single adult
would not be able to control the robot and simultaneously steer eight children aged three
to six.

5.2. Main Trial Results

Here, we present the results from the main trail’s vocabulary test, observations, and
interviews with staff members.

5.2.1. Vocabulary Test

The number of correct words was counted for each child in each test, and the difference
between the post-test and the pretest was then calculated, leading to a child’s score (or ∆).
The mean scores per trial group are shown in Table 3, the standard deviation and the score
as a percentage of the 33 total words in the program. Six children performed almost equally
in the pre- and the post-test, with their scores being approximately zero (±1), i.e., they did
not have any progression. For the majority, however, a learning effect could be observed:
On average, the children in the robot group had learned 7.2 more words over the trial
period, an improvement of 21.8 %. In the control group, the learning effect was smaller:
Here, a child had learned on average 3.1 more words, an improvement of 9.4 %. This makes
the robot group’s progress approximately 12.4 % larger than the control group’s progress.

Since the data did not have a normalized distribution, we used a Mann–Whitney U-
test on the mean ∆. The test indicated that the learning effect was greater in the robot group
(Mdn = 8, n = 9) than in the control group (Mdn = 4, n = 11), U = 75, Z = 1.95, p = 0.028.
The effect size r = 0.436 indicated a medium effect. We also calculated bootstrapped 95%
confidence intervals for the mean ∆ to give an idea of how much the differences overlapped.

Table 3. Vocabulary scores per trial group. The 95% confidence interval (CI) was calculated using
bootstrapping (* = p < 0.05).

Min Max Mean ∆* 95% CI Std. dev. ∆ As pct. of 33 Words

Robot −1 13 7.2 (4.1, 9.9) 4.9 21.8%
Control −1 9 3.1 (1.0, 5.1) 3.5 9.4%

Tables 4 and 5 show the differences between the groups in the same day-care center
and differences between genders, respectively. Since the number of participants in each
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subgroup was small, we do not provide statistical tests. All groups showed improvement
between the pretest and post-test. Table 4 shows that the groups in day-care center A did
better on the average than the groups in day-care center B. There was a similar development
when comparing between genders (Table 5). There was, on average, an improvement
regardless of whether a boy or girl was in the control or robot group, but the participants in
the robot group learned on average more words than the control group. The girls learned
on average 6.4 more words in the RG versus the CG, while the boys learned on average 2.3
more words in the RG versus the CG.

Table 4. Breakdown of vocabulary scores for day-care centers by group; the 95% confidence interval
was calculated by bootstrapping.

Mean ∆ 95% CI Std. dev. ∆ As pct. of 33 Words

Robot Group A 8.1 (5, 11) 4.3 24.7%
Control Group A 5.2 (2.2, 7.6) 3.4 15.8%

Robot Group B 4.0 (−1, 9) 7.1 12.1%
Control Group B 1.3 (−0.5, 3.5) 2.7 4.0%

Table 5. Breakdown of vocabulary scores for genders by group; the 95% confidence interval was
calculated by bootstrapping.

Mean ∆ 95% CI Std. dev. ∆ As pct. of 33 Words

Robot Group Boys 7.3 (−1, 12) 7.2 22.2%
Control Group Boys 5 (3.3, 6.8) 3.4 15.2%

Robot Group Girls 7.2 (4, 10) 4.2 21.7%
Control Group Girls 0.8 (−1, 4) 2.7 2.4%

5.2.2. Observations and Pedagogic Staff Interviews

We present the findings from the interviews combined with our own observations in
a combined manner and according to the identified themes from our analysis. These are:
setup, language learning (concept), robot, technical issues, and gamification.

Setup: A couple of comments considered the Language Shower program itself, i.e.,
without a robot. Staff from both day-care centers commented that a single adult running
the sessions was, in most cases, not sufficient, particularly with children requiring much
attention, and in case the technology failed. While the number of children per group varied
between five and eight during the trials, several staff members considered six to be the
maximum group size.

There were multiple opinions regarding the children’s age. The children that partici-
pated were aged three to six. One staff member believed the tasks to be too difficult for the
youngest children. Another thought the words were too easy for the oldest children. A
third informant thought it would be better to deploy Language Shower early in school.

Several felt that the groups had been too heterogeneous in their knowledge of Nor-
wegian in the trials, and groups with a similar level of Norwegian would be beneficial for
the success of Language Shower. Some children had dropped out in both the RG and CG.
The staff’s explanation for this was that the most skilled children had quickly lost interest,
while a few children were afraid of answering incorrectly.

Language learning concept: Obviously, there were different preferences regarding
language-learning programs among the staff. One staff member recommended copying
elements from other programs, for instance the program Sproff [38], which had been used
earlier in day-care centers. Other staff had experienced that the children “more quickly
become uneasy” with Sproff, and that the “learning factor with Language Shower was
higher”. Yet another informant expressed their dislike of Language Shower and said that it
had little impact and was not directly related to the center’s other language-teaching efforts.
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In particular, the repetition part was viewed as being “a bit boring”, and mind maps were
considered to be unsuitable for the youngest. This contradicted the opinion of another staff
member who pointed out that the possibility to go in-depth with every single picture in
Language Shower—that is, making each task a mind map—was one of the most important
properties of the program. A clearly positive impact of Language Shower was mentioned:
a girl had been observed to talk exclusively during the sessions, but otherwise remained
mute. One staff member expressed indifference towards language-learning programs and
said “surely there will come something new soon.” Approximately half of the interviewees
had intentions to continue with Language Shower (with or without the robot). Last but
not least, the group in general needed more time to discuss after the robot had asked
a question.

Robot: There were mixed, but mostly negative reactions to Language Shower with a
robot. On the positive side, the sessions had been “very exciting” and “fun to have been
a part of.” Our observations showed that the robot was very attractive for the children
in the beginning (“Robbie is cool”), but the excitement diminished as technical problems
prevailed (“this one’s strange”, “stupid robot”). The majority of the staff were surprised
in a positive way about the children’s engagement with the robot, as they had expected
more chaos and distractions. This can be interpreted as a sign of the children’s larger
engagement and excitement when a robot is present. However, it was pointed out that this
might vary greatly: for children with behavioral difficulties, a robot was not expected to
solve all attention and motivation issues. According to the staff, songs and dances were the
most popular part of Language Shower with the robot, and this corresponds to our own
observations. One child was even so enthusiastic about the dances that she wished for a
NAO robot as a Christmas present.

Technical issues: Several technical difficulties were mentioned, and several intervie-
wees felt the trial had been a “varied experience”. For instance, the technology had not
always worked as expected: the robot would sometimes “hang up” or “freeze”, and it
would not react when talked to. Occasionally it would reject answers as wrong with only
slight variations in the pronunciation and with perfectly valid speech by native speakers.
This had, not surprisingly, a negative effect on those who were still in the early process of
learning the correct pronunciation. We were also told that the gap between what was said
and what the robot understood in a few circumstances could be substantial, for instance,
“hand” became “kebab”, or “big toe” became “football”. In rare situations, we observed
that the app and robot were simply not in sync.

In other situations, learning units had been misunderstood by the staff. Sometimes,
a staff member thought the robot was waiting for an answer, while in fact, it was not, or
the robot assumed that an answer had been given and went on to the next task, while,
in fact, the group was still discussing or a child was just talking quite slowly. This could
lead to confusion later on regarding whether the robot was showing the correct picture
or would show another “strange behavior”. According to the staff, recognizing speech
correctly required that the children were sitting very close in front of the robot, which could
be challenging when a larger group of children is sitting around it. All these problems led
to a negative impression of the staff, and one informant stated that the robot would “not be
missed by anybody in the future”.

Gamification: The app’s gamification elements such as learning scores and sound
effects had an effect on the children and staff. They would mimic the sounds and comment
on the scores.

6. Discussion

Let us discuss the findings from Section 5 and see what recommendations we can
make from the results and our experience.
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6.1. Pilot

The pilot showed that the digital version of Language Shower appeared to fit in to the
language learning work of the day-care centers. The quiz tasks and gamification elements
in the app also appeared to increase the children’s engagement. For instance, both staff and
children appeared to be thrilled to have “a robot to play with”, as one of the staff put it.

The pilot had also revealed several areas of improvement in particular on the technical
side. First, it was critical to get the technology and the components up and running and
communicating with each other. Speech recognition struggled when children spoke at
the same time and when the one answering was too far away to be heard. Even at the
highest sensitivity of the robot’s microphones, the robot would sometimes not react at all
to the speech. To our knowledge, this issue cannot be solved by adjusting the robot alone.
Therefore, the strategy was to instruct the staff that only a single child could answer a given
question and that each child needed to orient himself/herself so that he/she faced the
front of the robot’s head. We also added a functionality for multiple or repeated (typically
three) answers, which could be configured in the content file. Overall, the observations
and interviews led to 81 major and minor improvements in the functionality, content, user
interaction, and user interface before the main trial.

6.2. Main Trial

There was much diversity in the main trial results. On the positive side, the quantita-
tive results from the vocabulary tests tell us that there was a noticeable positive impact of
using a social robot in the language-learning process. As observers, we witnessed much
engagement and excitement among the children. On the negative side, technical difficulties
appeared to reduce the learning outcome and the user experience for the children and staff.
The problems with the technology were considered so severe that the district authorities de-
cided, among other reasons, to discontinue Language Shower with a robot. The interviews
supported the same conclusions as we found in our observations.

It appears that the pedagogic staff are a key factor for the success of the language
sessions. As long as they are not convinced by the program’s potential for the children’s
language development, it is of little use that the program comes nicely wrapped in the form
of an attractive app and a cute, cool robot. Another important factor is the staff’s ability to
engage as teachers, with or without a robot. For instance, we witnessed a pedagogue who
was able to motivate and include all children equally as she carried out Language Shower
without the robot; all children in the group seemed to have a great learning experience.

6.3. Recommendations

From the observations and interviews with the staff, we present the following recom-
mendations that would need to be addressed in the future. We present the recommenda-
tions ordered by theme in Table 6.

6.4. Benefits, Disadvantages, and the Embodiment Effect

The trials uncovered the benefits and disadvantages of the Digital Language Shower
program. Some of the critique points to technical matters, whereas other shortcomings can
be linked to the original language-learning program. Yet other issues are related to the staff
and their acceptance of Language Shower per se.

Most importantly, the robot resulted in a 12.4 % increase in language vocabulary for
the children in the robot group; a consistent effect seen in both day-care centers. The
progress, however, was unevenly distributed. Some children showed no progress at all,
or even negative progress. The latter can be attributed to the natural fluctuation of the
experiment, while the former can have many complex explanations, such as differences
in age, maturity, cultural background, family constellations, in how much the children’s
parents support language learning at home, as well as others, including combinations
thereof. Unfortunately, the qualitative nature of the experiment did not provide the
opportunity to control these parameters.
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Table 6. Summary of recommendations by theme.

Theme Recommendation

Setup

• The tablets’ screens should always be connected to a projector, such that
pictures and tasks are large enough/easy to see.

• There should be as few distractions around the group as possible.
• It should be mandatory for the pedagogic staff to learn how the robot can

be used.
• The group size should be 4–6 children.
• Groups should be more homogeneous with regard to skill level.
• An age of four is considered optimal.

Language
learning

• The group should have more time to discuss after the robot has asked a
question.

• The repetition of words should be less monotonous.
• It should be considered to differentiate the learning program with multiple

levels of difficulty (for heterogeneous groups and various ages).
• It should be considered to employ learning elements from different

language programs, such as Sproff.

Robot

• There should be a number of robot dances and songs.
• A robot dance should not last longer than roughly one minute.
• There should be much variation in task type, robot moves (dances and

gestures), sounds, standard answers, etc., to avoid children becoming
bored.

• The robot should be small, non-threatening, and preferably “cute”.
• The robot should be particularly careful with actions or speech that could

potentially have a demotivating impact.

Technical
issues

• Negative learning experiences should be avoided in order not to reduce the
effect of embodiment and fascination for technology and robots.

• The robot and app should implement robust techniques to sync with each
other before and after each learning unit.

• There should be as little latency as possible after an answer is given before
the robot reacts, but at the same time, the robot should not interrupt in the
middle of an answer.

• There should be one or several coping strategies for situations when the
robot has to wait a long time for an answer, such as “Have you answered
yet?”.

• The speech recognition should become more robust to detect even small
differences in pronunciation. The staff should also be able to override the
speech recognition result in this case.

• The speech recognition should be flexible regarding wrongly pronounced
words. For instance, many children replace the difficult-to-pronounce
Norwegian “r” with an “l”, so they said “plikker” instead of “prikker” (in
English: dots).

Gamification

• There should be a number of gamification elements that are reasonably
implemented, such that they can increase the learners’ motivation while
not distracting them too much with graphical and sound effects.

• More effort should be put into the proper choice of appealing pictures and
songs.

Our observations and measurements confirmed the embodiment effect [39] social
robots have on their surroundings. The effect can be observed with both children and adults
as the combination of technology, the semi-autonomous behavior, and the human-/child-
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like shape, and it manifests itself as fascination and increased attention and engagement,
which in turn leads to improved learning. Music and dance were not used so much for
learning in Language Shower, but more for entertainment and engagement. Yet, it might
be this mix of entertainment and education that made the idea of enhancing Language
Shower with a robot so appealing. The embodiment effect’s objective influence on the
learning progress is reflected by the numbers from the vocabulary tests at the group level;
however, as observations and interviews revealed, the fascination may diminish because
of the continual technical difficulties. Hence, there are limits to how engaging a robot
can be, and future evaluations of the embodiment factor should therefore incorporate
measurements of the user experience to reflect overall satisfaction with the technology
and how the robot is perceived and accepted. There is some evidence for the limits of
embodiment, as some children soon lost interest or even dropped out of the robot group,
which, as discussed previously, can be due to multiple factors, such as the lack of a child’s
maturity, avoidance of embarrassing situations when answering incorrectly, and too little
variation in the robot’s behavior.

There are a few other aspects related to embodiment: With its height of about 58 cm
and a “cute” look, none of the children we observed perceived NAO as a threat. However,
we know from related work with autistic children that a humanoid robot of that size could
trigger serious reactions of fright [40]. Drawing a parallel to other phobias of, say, mice, it
might not be the robot’s dimensions that trigger this condition. In our opinion, it matters
that the robot is small and comparable to the dimensions of an animal. As such, it can also
be placed on a table, and the children can sit around it, as depicted in Figure 2b. Moreover,
for both Oslo municipality and the staff in the day-care centers, it was important that the
robot appeared genderless (i.e., the robot presented neither as a boy nor a girl). It was
therefore an advantage that the NAO 6 was available in gray only, i.e., without potentially
“gendered colors”, such as blue or pink. In addition, the staff chose the name “Robbie” for
the robot since they felt that this name could apply equally well for a boy or girl.

(a) Pilot (b) Main trial

Figure 2. In situ stills from the trials.

As we observed in the trials, the embodiment factor can, to a certain extent, make up
for or draw attention away from the weaknesses in the pedagogical concept, particularly
at the beginning of a course. However, there are limits to how much it can cover these
weaknesses. For instance, if a mind map is not suitable for the youngest children, then
neither a robot giving the task nor one helping with complementing the mind map will
solve the situation. Such weaknesses will persist, and a robot might even contribute to the
imperfections with its own peculiarities. A suitable example of the latter is our observation
that the majority of children quickly became bored when there was too little variation in
the robot’s responses or music and dances, which also illustrates another boundary of the
embodiment factor.

Preschool children, i.e., those aged three to six, vary widely in their maturity and
capabilities, including language learning. During the main trial, there were up to eight
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children with potentially wide-ranging abilities per group. This complicates finding an
adequate level of difficulty in the learning material. We argue that personalized learning
for each child in the group by means of a robot might be intricate to achieve, as the
proper handling of several individuals at the same time requires sophisticated and flexible
programming of the robot’s logic. It might, therefore, be the best option with today’s state
of technology to deploy the robot in a single one-to-one setting. An alternative could be to
offer series of tasks (within a single lecture) with increasing difficulty, such that the learning
effect is highest at the beginning for the youngest and highest at the end for the oldest. Yet
another possibility is to offer multiple lectures with multiple difficulties for multiple ages
and allow for heterogeneous groups.

Given the issues we highlighted in Section 2.2 and our context of language learning
with a small group of children and a teacher or pedagogue, it appears the technology is
(still) insufficient to handle all issues. That is, a robot requires the proper detection and
potentially identification of multiple speakers, as well as the handling of simultaneous
speech, all of which are not easily (nor inexpensively) solved as of today. Further, language
learning, which often relies on small differences in pronunciation, demands for robust
speech recognition with support for imperfect pronunciation, language accents, and varied
dialects, as well as recognizing new or made-up words. To our knowledge, there are
no good solutions for these challenges with today’s technology. Solving these issues is
particularly important in the context of small (and insecure) children. As illustrated in our
trials, some of the insecure children dropped out of the robot group due to their fear of
answering the “wrong” way; they may have answered correctly, but were not understood
by the robot.

Finally, latency in transmission and processing of data might add to the confusion of
children and adults, as they then may be unable to determine whether or not the robot is
waiting for an answer, or that the robot has received the spoken text and is instead waiting
for a response from the cloud-based ASR service. The robot is supposed to make a sound
when it is “listening”, but sometimes, this sound was delayed, not played at all, or even at
the wrong times. We suspect that problem was related to a bug in the robot’s software.

7. Limitations

The findings in this study are limited by the following considerations.
The trials were bound to the tight project budget, with a total of three day-care centers,

thirty-four participating children, valid vocabulary test data from twenty children, and
interviews with, in total, seven staff. It could easily be argued that these numbers are not
representative of children in Norway that come from a non-Norwegian-speaking or an
immigrant background. In a research project such as this, however, it is virtually impossible
to control the population of children and parents to be representative in an experimental
design as ours, while keeping all other factors of comparison equal.

The findings were affected by multiple and subtle factors. For instance, different
rooms and surroundings, time of the day for the session, influence of the observers, as well
as different interpretations of answers may have impacted each individual result of the
vocabulary test. We cannot exclude the possibility that a particular child during the second
test had become more confident when interacting with the researcher, leading to a positive
impact on the result. It may further be assumed that each child would develop language
skills naturally as time passes without having been exposed to Language Shower. This
factor would, however, have affected both the robot group and the control group in the
same manner.

A further limiting factor is that the analysis of the observations and interviews was
conducted by a single researcher. For thematic analyses, it is generally recommended to
employ parallel coding of multiple researchers to increase the themes’ reliability [37]. It has
been argued, though, that the thorough effort of a single, experienced researcher may still
lead to a good result [41]. Furthermore, given the tight project budget and the considerable
number of observations and interviews, this was not an option for us.
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As mentioned in Section 2, many studies in learning language do not take into account
the novelty effect. While our study did last longer than some of the studies from Section 2,
we did not explicitly work on mitigating the novelty effect. It could be that children in the
day-care centers from the study would have also grown weary of the robot. A longer study
would be need to be run to know if this was the case or not.

Finally, it is a weakness of the study that the effect of the developed solution on the
children’s parents could not have been sufficiently studied. Given the situation with the
COVID-19 pandemic, we were satisfied to have completed the trials with meaningful
results. It has been difficult and time-consuming to come in contact with and consistently
involve this important target group in the trials over time.

8. Conclusions

In this case study, we described how social robots can be used to strengthen children’s
training of a foreign language in day-care centers. Language Shower was transformed into
a mobile app with the option for additional enhancement with a humanoid robot to lead
lectures. The solution was tested in two major trials over the duration of multiple weeks in
several day-care centers in the Grorud district in Oslo municipality in Norway.

Our measurements indicated a substantial positive impact by using the social robot
as compared to the same course without a robot. Our observations in situ and interviews
with day-care center staff at the same time disclosed a number of challenges with the
educational concept, as well as the underlying technology. Ultimately, the combination of
these issues led to the district not continuing the use of Language Shower with the robot.

Future efforts of working with incorporating a robot with language learning must
consider ASR. ASR needs to be improved and be made more flexible and robust. Other
areas to explore should be recognizing and handling simultaneous answers, which is linked
to multiple-speaker detection.

Our study met several diverse, intricate issues spanning from obstacles imposed by the
COVID-19 pandemic to technical issues with the robot and ASR. Issues with imperfect or
failing technology play an important role in adopting new technology, and this (along with
other factors) led to discontinuation in our case. Using social robots, our study showed us
that synchronization issues and problems with ASR must be improved before performing
new trials with a similar setup in other settings. To address other intricate issues, such
as the attitudes of the staff, the behavior of the children, and the impact of the COVID-19
pandemic, the research design must take into account such obstacles, so that the negative
effects can be mitigated as much as possible. Beyond technology, good cooperation with
the staff of the day-care centers and the district leadership is important to ensure a project’s
success. Despite the obstacles we encountered during the study, we still are convinced
that there is a role for social robots in language learning in day-care centers and that this
should be investigated further. The positive learning outcome measured from our sample
supports this view.
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